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Abstract- Generally web search engines are built to serve all users, independent of the individual needs of any user. Personalization of web search is to carry out retrieval for each user incorporating their interest. This has become an important factor in daily usage as it improves the retrieval effectiveness on topics that the user would look for. There are several studies that have been done in this field. This paper proposes a new idea on personalized web search which is based on user profile and user clicks.

Keywords - Personalization, User Profile, Click through data.

I. INTRODUCTION

Based on the rapid increase in Internet usage, users are more dependent on the web search engine for various information needs. The query submitted by the user has the features of shortness, ambiguity and incompleteness[10]. As the amount of information on the Web increases rapidly, it creates newer challenges for Web search. When similar queries are submitted by multiple users, a general search engine could return the same result. In the current scenario, where users expect systems to be intelligent and support their information search, the general search engine is no longer workable. Systems have to be made sensitive to user likes by understanding their search patterns over a period of time. This will enable users to obtain more relevant results to searches on similar queries posted in the internet search engines. Personalization of web search has been area of research in the recent times several efficient approaches have been derived based on related studies and observations. Of the several methods that have been proposed and implemented, this paper focuses on two methods - User Clicks and User Profile.

This paper proposes an novel idea of combining two crucial methods – user profile and user clicks to enhance the web based search and increase the level of personalization.

II. RELATED WORK

So far, personalization techniques have been developed in diversified ways. The techniques can be classified into three categories: content based personalization and function based personalization and link based personalization.

A. Content Based Method

Content based personalized mainly uses a set of <word, weight> to represent the user’s interest[2]. The most representations are: Match user query to a category which would be a user’s context to provide users with personalized web result[2]. Gather query words or page summary and then put these data to the matched ODP category in order to develop the user’s personal model [3].

B. Function based Method

Function-based personalization is mainly by designing new sorting algorithms or transforming the existing algorithms to achieve the personalized services. The most representations are: Using SVM support vector machine algorithm to sort the results of web pages; [4] An algorithm called Cube

SVD is used to calculate the relationship among the three-dimensional data <user, query word, page>, then obtains the weight of each page and re-sorts them.

In this article, we try to combine content based method and function based method. The user profile is the content based method and the users click through data is the function based method.

III. USER PROFILE

Learn the user profiles from users’ search histories. The user profiles are then used to improve retrieval effectiveness in web search [2]. The user profile includes technical, demographical and geographical information of the users.

IV. PROPOSED SYSTEM

In this article, a new technique is proposed by combining the User Profile and Click through data. Each of this method is designed as a separate module and the output of this two modules are mapped to find the more personalized web pages.

A. Architecture Of The Proposed System

This Proposed system consists of two main modules. One is User Profile and the second is Click through data. When user enters a query through the interface, The key terms extraction will done and the terms will be grouped with weight. This term and weight will be compared with different categories which is stored in the database, to find the user intention. As a result of this module, it is possible to find the user interest. On the other hand in the click through data module, the Bayesian classification algorithm is used to generate patterns and the result of this two modules will be
mapped to find the data, which the user needs. From the extracted key terms and weight, it is possible to find the user's intension and need. From the click through data, it is possible to find the frequently needed data and the result from this two modules are compared to arrive at the more personalized web page. The architecture of the proposed system is as shown in figure 1.

where $sf(c_i)$ is the snippet frequency of the keyword. $n$ is the number of snippets returned. $|c_i|$ is the number of terms in the phrase.

Table 1. Example concepts extracted for the query “Orange”

<table>
<thead>
<tr>
<th>Concepts $c_i$</th>
<th>Support($c_i$)</th>
<th>Concepts $c_i$</th>
<th>Support($c_i$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fruit</td>
<td>0.7</td>
<td>Help and Support</td>
<td>0.36</td>
</tr>
<tr>
<td>Business Service</td>
<td>0.1</td>
<td>Farmer</td>
<td>0.42</td>
</tr>
<tr>
<td>Orange Tree</td>
<td>0.41</td>
<td>Flavor</td>
<td>0.60</td>
</tr>
<tr>
<td>Bakery</td>
<td>0.2</td>
<td>Orange farms</td>
<td>0.50</td>
</tr>
</tbody>
</table>

If two concepts from a query are similar, then we apply the following signal-to-noise formula from data mining[14] to establish the similarity between terms $t_1$ and $t_2$:

$$ Sim(t_1,t_2) = \frac{\log n \cdot df(t_1 \cup t_2)}{df(t_1) \cdot df(t_2)} / \log n $$

Fig 2. Concept space derived for the query “Orange”

2) User Profile Module

This strategy includes two steps. The first step is to map a user query to a set of categories, which represents the user’s search intention and serve as a context for the query. The second step is to utilize both the query and its context to retrieve web page.

For example for the query “Orange”, some users may be interested in documents dealing with “Orange”, as “fruit”, while some users may want documents related to “Orange flavour”.

In our approach, a category in a user profile is a weighted term vector, in which a high weight of a term indicates that the term is of high significance in that category for the user and low weight of the same in another category indicates that the term is not important in that category. We utilize the weights of terms in different categories to identify the interest of the user. As an example if the user is interested in both “Fruit” and “Flavor”, and has previously used “Orange” in retrieving relevant documents in “Fruit”, but has not used the same word in retrieving relevant documents in the category “Flavor”. As a consequence, the user profile should have a weight for the word “Orange” in the category “Fruit”, but the word has low weight in the category “Flavor”.

Using this user profile, when the user submits a query containing the word “Orange”, the category “Fruit” will be predicted for this user. User profile consists of a set of categories and for each categories, a set of terms with

Fig. 1. Architecture of the Proposed System

1) Content Extraction

Due to the huge number of web pages and the high growth rate of the Web, it is impractical to analyze each web search result pages directly and separately. Therefore, the web snippets of the query are used for extracting concepts instead of web pages. Snippets are useful information resources provided by Web search engines. It contains a brief window of text selected by a Web search engine around the query in a web page[11]. We employ the following support formula, to find the frequent item sets in data mining[12] to measure the frequency of a particular keyword $c_i$ extracted from the Web snippets arising from the query $q$.

$$ Support(c_i) = \frac{sf(c_i)}{n} \cdot |c_i| $$

ISSN:2278-5299 79
weights. Each category represents a user interest in that category. The weight of a term in a category reflects the significances of the term in representing the user’s interest in that category[2]. For example the term “Orange” has a high weight in the category “Fruit”, then the occurrence of the word “Orange” in a future query of the user has a tendency to indicate that the category “Fruit” is of interest. A user’s profile will be learned automatically from users search history.

A user profile are learned from the user’s search history and a category hierarchy. The query is submitted to a search engine without specifying any category. The system determines the three categories which are most likely to match the interests of the user with the given user query. From these three categories, the user can pick the ones which are more suitable or he/she can decide to see the next three categories. From this approach, it is possible to find the user’s intention.

3) Inference of User Intention

The personalized search is accomplished by mapping a user query to a set of categories, which reflect the user’s intention and serves as a context for the query, based on the user profile. The mapping is carried out as follows. First, the similarities between a user query and the categories representing the user’s interests are computed. Next the categories are ranked in descending order of similarities.

4) User Click Through Data Module

Click through data is the search result clicked by the user and the ranking function is employed to present the search results in some proper order according to the user’s preferences. The first step in this method is preference mining, which discovers users’ preferences of search results from click through data. The second step is the ranking function optimization, which optimizes the ranking according to the user’s preferences[1].

Existing click through can be categorized into document based and concept based approaches. In both the methods, the user clicks can be used to infer the users’ interest. Document-based profiling methods try to estimate users’ document preferences.[5],[6],[7],[8]. Most document based methods focus on analyzing users’ clicking and browsing behaviors recorded in the users’ click through data.[9].

The proposed system first, extracts the concepts from the web snippets. The maximum number of keywords can be limited to six or seven. Secondly, it uses the Naive Bayesian classifier.

Since the search engines can’t understand the real intention, query expansion is very important and the system records the title, keyword, and description as the text contents of the page and it maintains an index file for each user. Since the click through data is spread overall the returned pages, it is essential to extract the user related pages from the all returned pages. This task can be accomplished with the help of the Naive Bayes algorithm.

5) Term and Weight

Term frequency, is a numerical statistic which reflects how important a word is to a document in a collection. It is often used as a weighting factor in information retrieval and text mining. The value increases proportionally to the number of times a word appears in the document, but is offset by the frequency of the word in the corpus, which helps to control for the fact that some words are generally more common than others. Variations of the weighing scheme are often used by search engines as a central tool in scoring and ranking a document’s relevance given a user query. The system can be successfully used for stop-words filtering in various subject fields including text summarization and classification.[3]. One of the simplest ranking functions is computed for each query term.

6) Naive Bayes Algorithm

The click through data is relatively sparse overall the returned pages, so we need to extract the user related pages from the all returned pages. Bayesian classification algorithm has the smallest error rate among all the classification algorithms.

Assume that each feature $F_i$ is conditionally independent of every other feature $F_j$ or $F_i \neq F_j$ given the class $C$. This means that

$$p(F_i|C, F_j) = p(F_i|C)$$

for $i \neq j$, and so the joint model can be expressed

$$p(C|F_1, \ldots, F_n) \propto p(C) \prod_{i=1}^{n} p(F_i|C)$$

as

$$p(C) \prod_{i=1}^{n} p(F_i|C).$$

This means that under the above independence assumptions, the conditional distribution over the class variable $C$ can be expressed like this:

$$p(C|F_1, \ldots, F_n) = \frac{1}{R} p(C) \prod_{i=1}^{n} p(F_i|C)$$

where $Z$(the evidence) is a scaling factor dependent only on $E_1, \ldots, E_n$, i.e., a constant if the values of the feature variables are known.

Models of this form are much more manageable, since they factor into a so-called class prior $p(C)$ and independent probability distributions $p(F_i|C)$. If there are $k$ classes and if a model for each $p(F_i|C) = \theta$ can be expressed in terms of $r$ parameters, then the corresponding naive Bayes model has $(k - 1) + n \times k$ parameters. In practice, often $k = 2$ (binary classification) and $r = 1$ (Bernoulli variables as features) are common, and so the total number of parameters of the naive Bayes model is $2n + 1$, where $\pi_k$ is the number of binary features used for classification and prediction. [6].

The corresponding classifier is the function defined as follows
Thus the naïve bayes algorithm is used to create the models based on the user click through data.

V. MAPPING THE TWO MODULES

A mathematical relation such that each element of one set is associated with at least one element of another set. Data mapping is the process of creating data element mappings between two distinct data models. Data mapping is used as a first step for a wide variety of tasks including: Data transformation or data mediation between a data source and a destination. Identification of data relationships as part of data lineage analysis. Consolidation of multiple databases into a single data base and identifying redundant columns of data for consolidation or elimination.

In the proposed system, the web pages for which the data items matches in both the data models will be ranked in the sequential manner. If there is no match, then that web page will be ranked based on the user profile and based on the click through data.

VI. EXPERIMENTS

In this section we evaluate and analyse the proposed system by conducting the required experiments. Tests were conducted module by module and the results are as shown in the following tables. The Result of the user profile module for the query with the word “Orange” is displayed in Table 2.

From the below table we are able to understand that the user is very interested in the information related to “Orange Fruit” than other items. The result generated from the click through data module is displayed in the Table 3.

<p>| TABLE 2. Result Generated For The Query “Orange” |</p>
<table>
<thead>
<tr>
<th>Document</th>
<th>Clicked</th>
<th>Extracted Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>Help and Support</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>Farmer</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>Flavor</td>
</tr>
<tr>
<td>4</td>
<td>√</td>
<td>Orange farms</td>
</tr>
<tr>
<td>5</td>
<td>√</td>
<td>Fruit</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>Business Service</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>Orange Tree</td>
</tr>
<tr>
<td>8</td>
<td>√</td>
<td>Image</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>Hotel</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>Bakery</td>
</tr>
</tbody>
</table>

<p>| TABLE 3. Result Generated From Click Through Data Module |</p>
<table>
<thead>
<tr>
<th>Extracted Data</th>
<th>User’s Interest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orange- Fruit</td>
<td>1</td>
</tr>
<tr>
<td>Orange- Image</td>
<td>2</td>
</tr>
<tr>
<td>Orange Farms</td>
<td>3</td>
</tr>
</tbody>
</table>

The above results were mapped in the third module and the results are as shown in the third table. Table 4. Final Result From The Mapping Module.

From the Table 4, We are able to understand that the user is interested in information “Orange Fruit” than other items. From this new system it is possible to get more personalized web pages.

<table>
<thead>
<tr>
<th>Concepts</th>
<th>Weight</th>
<th>Extracted Data</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fruit</td>
<td>0.67</td>
<td>Help and Support</td>
<td>0.24</td>
</tr>
<tr>
<td>Business Service</td>
<td>0.2</td>
<td>Farmer</td>
<td>0.43</td>
</tr>
<tr>
<td>Orange Tree</td>
<td>0.31</td>
<td>Flavor</td>
<td>0.44</td>
</tr>
<tr>
<td>Bakery</td>
<td>0.25</td>
<td>Orange farms</td>
<td>0.45</td>
</tr>
<tr>
<td>Image</td>
<td>0.5</td>
<td>Hotel</td>
<td>0.33</td>
</tr>
</tbody>
</table>

VII. CONCLUSION AND FUTURE SCOPE

This new technique extracts the web pages based on two methods. The information extraction is based on User Profile and Click through data. The main advantage of this system is that it is possible to extract personalized web pages. An efficient user profile can improve the search engines performance by identifying the individual interest. We plan to conduct some more test to identify the drawbacks and to improve the efficiency of the system.
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