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Abstract-The estimation and trend for the sale of truck spare parts over twelve months horizon is a crucial planning for all those people 
who have a managerial or strategic position in any company which is dedicated to merchandise this kind of items. A model estimation 
based on least squares and Bayesian Networks (MBN) is developed using six variables which are identified economic indicators and daily 
sale of truck spare part variable is calculated in order to get its trend. The empirical results suggest that MBN can significantly improve 
the estimation for sale of truck spare part for 12-month ahead prediction in order to generate a strategy with others areas such as 
marketing, purchasing and logistics. 
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I. INTRODUCTION 
 

The merchandising of anything, invariably involves 
establishing a quantitative sales target and intrinsically 
controlling a purchase objective responsibly, and of course 
considering other aspects such as logistics, etc., which for the 
time being will not be thoroughly discussed, but otherwise a 
marketing plan that does not translate into a strategy and a 
consistent goal, represented by concrete actions, is not a true 
plan of work but a catalog of good intentions or desires. This 
research aims to present a commercial model of support for 
all those who have a managerial or strategic position where 
there is a need to have an estimate or trend of sale in the sale 
of truck spare parts in Mexico, in the scope of heavy-duty 
dealers, (i.e. trucks or buses). 

 

II. RELATED RESEARCH 
 

The motor vehicle sector in Mexico is an important part 
of the country economy because it represents 3.5% of Gross 
Domestic Product and it accounts for 19.8% of 
manufacturing sector. It has an important presence in whole 
country due to it has developed big manufacturing clusters on 
the north and center region and important networking of 
distribution. It has manufacturer plants in twelve states for 
assembling light vehicles and engines; it has manufacturer 
plants in eight states for assembling heavy trucks and engines 
and it has manufacturer providing enterprises of spare parts in 
twenty six states [5]. Mexico´s position in the global motor 

vehicle sector is not negligible; it belongs to NAFTA 
between United States of America and Canada. 

 

   Sale estimation is, in general, an interesting and difficult 
task. Many dealers or independent distributors struggle 
reduce their logistic costs and increase profits, and to have an 
accurate estimation model for the sale of truck spare parts is 
an efficient tool to reach these goals, as the reliable 
estimation of sales and the tendency can improve business 
and commercial strategies. At the organizational level,  
 
 

 
estimation of sales is an important input to many decision 
activities in some functional areas such as marketing, 
purchases, and or course sales, as well as finance and 
accounting. Thus, the ability of Spare Parts Sales Manager 
for heavy trucks to estimate the probable sales quantity in 
short term could help to improve the customer satisfaction, 
sales revenue and the efficiency of delivery. [12] 
 

   There are many developed estimating models in the world 
which are designed for different items, for example, it exists 
a multivariate repeat-sales model for estimating house price 
indices that is able to separately control for the effects of age 
and time, as well as other assets with changing attributes in 
the construction of price indices; the commonly used Case-
Shiller repeat-sales model defines price change solely as a 
function of the difference in an asset´s price level between 
two points of time. The age adjusting price index not only 
reflects both the time and age effects, but is capable of 
incorporating different paths of depreciation. The empirical 
results indicate that controlling for the price effect of age in 
the age-adjusting index leads to a significantly different index 
than estimated by the traditional Case�Shiller approach.[7] 

 

Other models of forecasting for new-released and 
nonlinear sales trend products, use high correlations between 
short and long term accumulated sales within similar 
products groups, and provide a prediction of long term 
forecast using the sales result of the product´s very early 

release. For practical use, this kind of model is designed to 
deal with the following three points: accuracy; timing of 
forecast release and the broad coverage of items.[8] 

 

In the automotive industry there are some developed 
models, as Multi-step sales forecasting based on structural 
relationship identification, in which the empirical analysis 
indicates that automobile sales at segment levels have a long-
run equilibrium relationship (co-integration) with identified 
economic indicators; a vector error correction model 
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(VECM) of multi-segment automobile sales was estimated 
based on impulse response functions to quantify long-term 
impact of these economic indicators: Consumer Price Index 
(CPI), Unemployment Rate, Gas Prices and Housing Starts. 
So, in this model is presented a structural relationship 
identification methodology that uses a battery of statistical 

unit root, weakly exogeneity, Granger-causality and co-
integration tests in order to identify the dynamic couplings 
among automobile sales and economic indicators. [9] 

 

There is a sales forecasting problem in the retail industry 
based on early sales, and nn effective multivariate intelligent 
decision-making (MID) model is developed to provide 
effective forecasts for this problem, by integrating a data 
preparation and preprocessing module, a harmony search-
wrapper-based variable selection (HWVS) module and a 
multivariate intelligent forecaster (MIF) module. The HWVS 
module selects out the optimal input variable subset from 
given candidate inputs as the inputs of MIF. The MIF is 
established to model the relationship between the selected 
input variables and the sales volumes of retail products, and 
then utilized to forecast the sales volumes of retail products. 
Many experiments were conducted to validate the proposed 
MID model in terms of extensive typical sales datasets from 
real-world retail industry. Experimental results show that it is 
statistically significant that the proposed MID model can 

generate much better forecasts than extreme learning 
machine-based model and generalized linear model do. [10] 

 

As it was mentioned, predictors, forecasting models are 
developed for different items and some studies combine 
variable selection method and support vector regression 
(SVR) to construct a hybrid sales forecasting model for 
computer products; in this case in order to evaluate the 
feasibility and performance of this approach, it compiles the 
weekly sales data of five computer products including 
Notebook (NB), Liquid Crystal Display (LCD), Main Board 
(MB), Hard Disk (HD) and Display Card (DC). [11] 

 

Car industry cannot be isolated from the internet; such is 
the case of Google wherefrom using online search data, 
multivariate models and economic variables have been used 
for forecasting German car sales, in which Bayesian VAR 
model was performed and the results show rather well for all 
car brands and for short-and-medium-term forecasts. [13] 

 

Some research have demonstrate that using sales proxies 
derived from a calibrated truncated log-normal distribution 
function can be used to produce realistic estimates of market 
average product prices, and product attributes during a 
forecast period where distribution function parameters are 
assumed to not change overtime, in which was used a 
straightforward method to produce an accurate approximation 
of sales volume using sales rank for refrigerators, freezers,, 
and clothes washers. [14] 

 

As it can see, sales forecasting plays an important role in 
Business intelligence because can be designed methodologies 
and techniques used for acquiring and transforming raw data 
into structured and valuable information for analytic 
purposes. Estimating or Forecasting are the process of 
making predictions about the tendency of the future based on 
past and present data. Sales forecasting uses historical sales 
data, in association with products characteristics and 
peculiarities to predict short-term or long-term future 

performance, and it can be used to derive sound financial and 

business plans. [15] 
 
Finally is important to consider the human side, i.e. the 

salespeople or sales representative, otherwise any sales 
estimating model has no reason to be created. Academics and 
managers would certainly agree that successfully leading 
salespeople is an activity of utmost importance for the 
success of any firm; through direction and coaching, sales 
leaders set goals for salespeople, align their activities with the 
objectives of the organization, and motivate them to perform 
well. To date, leadership in the sales domain has been 
approached as a top-down phenomenon. Consequently, the 
knowledge of whether salespeople can enact strategies to 
regulate their behaviors and self-lead is largely limited. But a 
research by arguing that self-leadership, and particularly 
thought self-leadership (TSL) strategy, is a viable construct 
that holds much promise for both academic research and 
practice. [16] 

 

In the era of globalization, local knowledge is essential to 
firms �success, however, such knowledge is often difficult 

and expensive to acquire in foreign markets. From a buyer's 
perspective, sales rep`s who possess knowledge and insight 
into international markets are of great value, but sometimes 
cultural distance between buyer country and seller country 
alters the effectiveness of the trust-commitment building 
processes. When cultural distance between the two countries 
is low, the sales rep's capability trust is more important in 
building rep-owned commitment. In contrast, when cultural 
distance is high, the sales rep's benevolence trust is more 
important in developing rep-owned commitment. [17] 

 

An intrinsically purpose of this estimating model is to 
visualizing the amount of purchase based on estimated sales; 
research indicates most sales strategies are effective but not 
all the time and there are two reasons of this lack of 
effectiveness: one of them is, strategies ignore the purchasing 
function, which is very important in business market; 
researchers estimate that approximately 80% of an 
organization's costs go through the purchasing department 
and the second, extant sales strategies do not recognize the 
different purchasing situations that can result from the 
different stages in the evolution of the purchasing function. 
[18] 
  
III. BAYESIAN NETWORKS 

 

Bayesian networks (BNs) are a formalism that in recent 
years has demonstrated its potential as a model of knowledge 
representation with uncertainty; this formalism originated as 
a contribution of different fields of research: decision-making 
theory, statistics and artificial intelligence. The successes of 
numerous applications in various fields such as medicine, 
information retrieval, artificial vision, information fusion, 
agriculture, etc., support this formalism. [4] 
 

Bayesian networks represent the qualitative knowledge of 
the model through an acyclic directed graph, this knowledge 
is articulated in the definition of relations of independence, 
dependence between the variables that compose the model; 
these relationships range from total independence to a 
functional dependence between model variables. In addition, 
they not only qualitatively model knowledge but also 
numerically express the "force" of relationships between 
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variables; this quantitative part of the model is usually 
specified by probability distributions as a measure of the 
belief we have about the relationships between model 
variables. 

 

Formally, a Bayesian network is a tuple B=(G,
is the graph and è Is the set of probability distributions ܲሺ ܺȁܲܽሺ ܺሻሻ for each variable from i=1 to n, Pa(X
the father of the Xi variable in the G graph. 

 

To represent the quantitative part of the network model, 
the probability theory is used. In probabilistic environments, 
a probability distribution P can be considered a dependency 
model using the following relation: 

ሺܺǡܫ  ܻȁܼሻ ՞ ܲሺܺȁܻܼሻ ൌ ܲሺܺȁܼሻ (1) 
 

Where X,Y,Z are subsets of variables from the model, the 
sentence I(.,.|.) is interpreted as a conditional 
relationship, the above expression would read as
conditionally independent of Y, known Z�, the codification 
of the conditional independence relations expressed in a BN
make the joint probability distribution can be stored in a 
much more efficient and local way to each of the variables of 
the model, this means that: 

 ܲሺ ܺ ǡ ǥ Ǥ Ǥ ǡ ܺሻ ൌ �ς ܲሺ ܺȁܲܽሺ ܺሻሻୀଵ  (2) 
 

IV. LEAST SQUARE METHOD 
 

It is a procedure that allows estimating the parameters of 
any linear model and can be illustrated by simply fitting a 
line to a set of points. This procedure to fit a line passing 
through a set of n points that is, we want the differences 
between the observed values and the corresponding points
the adjusted line to be "small" in a general sense.

 

  A convenient way of achieving this and providing 
estimators with good properties is to minimize the sum of the 
squares of the vertical deviations from the adjusted 
line.(Wackerly, 2010) 

Fig.1,adjusting a line passing through a set of points
Source: Wackerly, 2010 

 

Therefore, a point interpolation can be performed through 
this method, by calculating the equation of the line of those 
involved variables, concluding in the following equations:
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Where n is the number of samples
 
The values in the equations are replaced to obtain m 

(slope) and b (ordered to the origin) 
 

bmxy    (5) 
 

The equation 5 represents the equation of the line
 
V. DEVELOPMENT 
 

    As it was mentioned before, this model is for 
have a managerial or strategic position where there is a need 
to have an estimate or trend of sale in the sale of truck 
in Mexico and the information for this purpose is based on 
five dealers of an important OEM in Mexico which is 
dedicated to sale and distribution of spare parts for trucks.
 

But the model is not only for those kind of dealers, is also
for small dealers, such as independent dealers and to be 
clearer in this classification, in next figure it can see the 
structure of both kind of dealers that the model can be used 
for. 

 

Fig. 2, OEM Dealer Organizational 
Source: Flores, 2015

 
 

Fig. 3, Independent Dealer Organizational Structure
Source: Antonio, 2013
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Where n is the number of samples 

The values in the equations are replaced to obtain m 
 

the equation of the line. 

, this model is for all those who 
have a managerial or strategic position where there is a need 
to have an estimate or trend of sale in the sale of truck parts 

and the information for this purpose is based on 
five dealers of an important OEM in Mexico which is 
dedicated to sale and distribution of spare parts for trucks. 

But the model is not only for those kind of dealers, is also 
independent dealers and to be 

in this classification, in next figure it can see the 
structure of both kind of dealers that the model can be used 

 
OEM Dealer Organizational Structure 

Source: Flores, 2015 

 
Independent Dealer Organizational Structure 

Source: Antonio, 2013 
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The spare parts distributors generate a significant 
industrial change based on a feedback in regards to necessary 
changes such as: consulting, development of new solutions, 
methodology of administration and quality; These are 
market-focused and go hand in hand with the global economy 
that has shifted product orientation to market orientation. For 
the operation of a distributor of marketing of spare parts is 
required of good outside salesman who permanently visit 
their customers, raise and / or generate the need for the 
customer to create new orders on a constant basis and 
preferably increasing amounts of the managers that watch 
permanently the accounts receivable of its routes avoiding the 
generation of bad accounts. 

 

This is the reason for this research, it is a support of the 
sales area, generating and visualizing the trend of the sale in 
the short term to support the decision making in the 
stockpiling of sufficient inventory in store to support the 
projected sale and avoid lost sales and of course achieve the 
objectives established. 

 

The proposed model consists of the following steps, first 
determine the variables that are considered to elaborate the 
sales predictor model, these variables can be seen in Table 1, 
for each of these variables an adjustment equation is 
determined, in this case it uses least squares and an equation 
of the line. 

 

After calculating the adjustment equations, it can simulate 
a data that is not yet counted taking into account the 
statistical history, calculate the values of y for the 7 variables 
in use, 

 

After that, these values are fed to a Bayesian network with 
the data previously fed and calculate the estimated sales for 
that date considering the estimate of the 7 chosen variables. 

 
Table 1. Variables evaluated 

 
# 
Var 

Variable Periodicity 

0 Daily sale of truck spare parts Daily 
1 Monthly sale of motor units of 

national origin 
Monthly 

2 Vehicle fleet By year 
3 Monthly Production of Trucks 

and Integral Buses 
Monthly 

4 Monthly Inflation Monthly 
5 Gross domestic product (GDP) Quarterly 
6 Exchange rate week 
 
The period evaluated is between 2013 and 2016 
 

VI. CALCULATIONOF THE EQUATION OF THE 
LINE FOR THE INVOLVED VARIABLES 

 

1. Calculation of the equation of the line for the 
variable: Daily sale of truck spare parts. 

Here we calculate the equation of the line by least squares 
using a line for approximation, for the variable: daily sale of 
truck spare parts. That in the future for an easier handling 
will be called Varsales,  
 
 

n = 1224 (days) 
 ݉ =  ሺଵଶଶସ∗ଵଽଷ଼଼ଷଽହହଽሻି ሺଶଵଷଵଽ∗ସଽሻሺଵଶଶସ∗ଵଶହଵሻି ሺସଽ∗ସଽሻ  =  ൫ଶ.ଷ଼ ாశభఱ൯ି ൫ଵ.ଶଽ଼ ாశభఱ൯ሺ.ସଽଽସ ாశభభሻି ሺହ.ଶହ ாశభభሻ  

 
 ݉ =  ൫ସ.ସଶ ாశభర൯ሺଵ.଼ସସ ாశభభሻ =  2388.218647 

 ܾ =  ሺଶଵଷଵଽ∗ଵଶହଵሻି ሺସଽ∗ଵଽଷ଼଼ଷଽହହଽሻሺଵଶଶସ∗ଵଶହଵሻି ሺସଽ∗ସଽሻ  =  ൫ଵ.ଷଷଷ ாశభఴ൯ି ൫ଵ.ଶଵ଼ ாశభఴ൯ሺ.ସଽଽସ ாశభభሻି ሺହ.ଶହ ாశభభሻ  

 ܾ =  ൫ହ.଼ହଶ ாశభల൯ሺଵ.଼ସସ ாశభభሻ =  313173.3331 

 
Thus: ࢟ = ૡૡ.ૡ ࢞+ ૠ. (6) 
 

 
Fig. 4. Scatter plot ofVar0 

 

In fig. 4, 1224 points are presented, which represent each 
point one day, that go from the year of 2013 to 2016, 
therefore the axis X represents the time.The Y axis represents 
the sale in millions of pesos, in this scatter plot we can see an 
accumulation near to Axis X, but its increasing to 2016 year, 
this means that sales are increasing, and the fig. 2, show a 
line with upward sloping, this line represent the equation 4. 

 

However, it can be seen that as it is an approximation line 
there are errors, for example if we check values f(x) where  
x=1, and x represent the January 2, 2013, f(x)=  1�035,092.86 
, but if we use the approximation function, to determine f (x) 
we have the following: 

 
f(x1)=2388.2186x+313173.3331 
f(x1) = 2388.2183(1)+313173.3331 
f(x1) = 315561.55 
 
Therefore there is an error. 
 
errorx1 = |1035092.86-315561.55| 
errorx1 = | 719531.31| 
errorx1 = 719531.31 
 
To calculate the error of this percentage we uses rule of 

three, if 1035092.86 represent the 100%,then the question is 
what does 719531.31represent?the calculation is seen in 
equation 5. 

errorx1%=(1035092.86*100)/719531.31  (7) 
errorx1%=69.5% 

 
With this data it could be said that the error is high and 

that the adjustment function is not adequate, but it must be 
remembered that the method calculates uses 1224 samples, 
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for this reason the calculation of differences for each case is 
made by using A relational database manager and applying 
the use of SQL, after performing this calculation the 
following results were obtained: 

 

The total of sales with 1224 samples was: $2173771679.44 
The difference accumulated with 1224 samples was: 

$760955434.97898 
 

The fit function error using least squares was: 35 %,  
 

This indicates that the general error is less than that of a 
sample. 
 

As it can see has evaluated a line with the least squares, 
now using minima squares will use a parabola in order to see 
if it adapts better and is decreased in the error in the selected 
variable. 
 

Thisresearch is oriented to estimate the Vsales ,taking into 
account six variables, so it is important to prove if the 
dispersion of the data conforms to a parabola, so considering 
the same samples and data, it calculates the corresponding 
quadratic equation and model it to observe if the data is 
adjust to this type of curve. 
 

Least square parabola has the equation below: 
 ܻ =  ܽ +  ܽଵܺ +  ܽଶܺଶ                         (8) 

 
Constants a0, a1 and a2 can be calculated by solving the 

next equations, which are named as normal equations of least 
square parabola. 
 ܻ =  ܽܰ +  ܽଵܺ +  ܽଶܺଶ 

 ܻܺ =  ܽܺ + ܽଵܺଶ +  ܽଶܺଷ 
 ܺଶܻ =  ܽܺଶ + ܽଵܺଷ +  ܽଶܺସ 

 
So that, based on same data and samples, values are 
substituted in the system of equations: 
 2173772 = 1224ܽ + 749700ܽଵ + 612005100ܽଶ     (E1) 1696388040 = 749700ܽ + 612005100ܽଵ + ାଵଶܧାଵଵܽଶ     (E2)    1.5798ܧ5.6205 = 612005100ܽ + ାଵଵܽଵܧ5.6205 +  ାଵସܽଶ(E3)ܧ5.5058
 
Solving by Gauss method, it has: 
E1E1 
E2E2 + (-612.5)E1 
        −1331435153.5 = −749700ܽ − 459191250ܽଵ − ାଵଵܽଶ           1696388040ܧ3.7485 = 749700ܽ + 612005100ܽଵ +  ାଵଵܽଶܧ5.6205
 
Solving the system, it has:           364952886.1 = 152813850ܽଵ +  ାଵଵܽଶ     (E21)ܧ1.8719
 
E3E3 + (-500004.1)E1        −1.0868ܧାଵଶ = −612005100ܽ − ାଵଵܽଵܧ3.7485 − ାଵଶܧାଵସܽଶ    1.5798ܧ3.06005 = 612005100ܽ + ାଵଵܽଵܧ5.6205 +  ାଵସܽଶܧ5.5058
 
Solving the system, it has:           4.9297ܧାଵଵ = ାଵଵܽଵܧ1.8719 +  ାଵସܽଶ     (E31)ܧ2.4457
 
So,it has partially the following system of equations: 

 2173772 = 1224ܽ + 749700ܽଵ + 612005100ܽଶ(E1)           364952886.1 = 152813850ܽଵ + ାଵଵܧାଵଵܽଶ(E21)           4.9297ܧ1.8719 = ାଵଵܽଵܧ1.8719 +  ାଵସܽଶ(E31)ܧ2.4457
 

E1E1 

E21E21 

E31E31 + (-1225)E21 

ାଵଵܧ4.4706−           = ାଵଵܽଵܧ1.8719− − ାଵଵܧାଵସܽଶ           4.9297ܧ2.2931 = ାଵଵܽଵܧ1.8719 +  ାଵସܽଶܧ2.4457
Solving           45904762060 =  ାଵଷܽଶܧ1.5262
 ܽଶ = ାଵଷܧ459047620601.5262 = 0.00300763 

 
The value of a2 is replaced in E21 equation 
 364952886.1 = 152813850ܽଵ + ାଵଵ(0.00300763)           364952886.1ܧ1.8719 = 152813850ܽଵ + 563019468           364952886.1−  563019468 = 152813850ܽଵ          −198066582.2 = 152813850ܽଵ 
 ܽଵ = −198066582.2152813850 = −1.2961 

 
Finally, values of a1 and a2 are substituted in E1equation 
 2173772 = 1224ܽ + 749700(−1.2961) + 612005100(0.00300763) 
         2173772 = 1224ܽ − 971708.4 + 1840685.74         2173772 = 1224ܽ + 868977.24         2173772− 868977.24 = 1224ܽ         1304794.44 = 1224ܽ 
 ܽ = 1304794.441224 = 1066.00853 

 
Therefore the quadratic equation is: 
ࢅ  =  .ૡ−  .ૢૢ ࢄ+  .ૠ ࢄ(9) 
 

 
2. Calculation of the equation of the line for the 

variable: Monthly sale of motor units of national 
origin 

 
n = 48 (months) 

 ݉ =  ሺସ଼∗ଷଵଷଵሻି ሺଵଶହଵସଽ∗ଵଵሻሺସ଼∗ଷ଼ଶସሻି ሺଵଵ∗ଵଵሻ  =  ሺଵହଵଽ଼ହ଼଼ሻି ሺଵସଵହଶଶସሻሺଵ଼ଶହଵହଶሻି ሺଵଷ଼ଶଽሻ  

 
 ݉ =  ሺସ଼ଵହ଼ସሻሺସସଶଵሻ =  10.8793 

 ܾ =  ሺଵଶହଵସଽ∗ଷ଼ଶସሻି ሺଵଵ∗ଷଵଷଵሻሺସ଼∗ଷ଼ଶସሻି ሺଵଵ∗ଵଵሻ  =  ሺସହ଼ହହሻି ሺଷଶଷହଶଶଽሻሺଵ଼ଶହଵହଶሻି ሺଵଷ଼ଶଽሻ  

 ܾ =  ሺଵଷହଵଷଶ଼ሻሺସସଶଵሻ =  2340.7269 

 
Thus: ࢟ = .ૡૠૢ ࢞+ .ૠૢ (10) 
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3. Calculating of the equation of the line for the 

variable: Motor Vehicle fleet 
n = 5 (years) 

 ݉ =  ሺହ∗ଶଷଽସ଼ሻି ሺଶଵସଽଽଶ∗ଵହሻሺହ∗ହହሻି ሺଵହ∗ଵହሻ  =  ሺଷଵଵଽସሻି ሺଷଶଶସ଼଼ሻሺଶହሻି ሺଶଶହሻ  

 ݉ =  ሺଽସ଼ሻሺହሻ =  15897.20 

 ܾ =  ሺଶଵସଽଽଶ∗ହହሻି ሺଵହ∗ଶଷଽସ଼ሻሺହ∗ହହሻି ሺଵହ∗ଵହሻ  =  ሺଵଵ଼ଶସହሻି ሺଽଷହଽଶଶሻሺଶହሻି ሺଶଶହሻ  

 ܾ =  ሺଵହଷସሻሺହሻ =  355306.80 

 
 
Thus: ࢟ = ૡૢૠ. ࢞+ .ૡ (11) 
 
 

4. Calculating of the equation of the line for the variable: 
Monthly Production of Trucks and Integral Buses 

n = 48 (months) 
 ݉ =  ሺସ଼∗ଵହଷ଼ଵଵହଵሻି ሺହଽଽଶ∗ଵଵሻሺସ଼∗ଷ଼ଶସሻି ሺଵଵ∗ଵଵሻ  =  ሺଷ଼ଶ଼଼ଶସ଼ሻି ሺଶସହଵ଼ଶሻሺଵ଼ଶହଵହଶሻି ሺଵଷ଼ଶଽሻ  

 ݉ =  ሺଷଶସଷହଷሻሺସସଶଵሻ =  819.6631 

 ܾ =  ሺହଽଽଶ∗ଷ଼ଶସሻି ሺଵଵ∗ଵହଷ଼ଵଵହଵሻሺସ଼∗ଷ଼ଶସሻି ሺଵଵ∗ଵଵሻ  =  ൫ଶ.ଶଽଽହ ாశభభ൯ି ൫ଵ.଼଼଼ଵ ாశభభ൯ሺଵ଼ଶହଵହଶሻି ሺଵଷ଼ଶଽሻ  

 ܾ =  ሺସଵଵଷ଼ଶଽହଶሻሺସସଶଵሻ =  104288.5027 

 
Thus: ࢟ = ૡૢ. ࢞+ ૡૡ.ૠ (12) 
 

5. Calculating of the  equation of the line for the 
variable: Monthly Inflation 
n = 48 (months) 

 ݉ =  ሺସ଼∗ଷଶ.ଶଶହସሻି ሺଵଷ.ଷହ∗ଵଵሻሺସ଼∗ଷ଼ଶସሻି ሺଵଵ∗ଵଵሻ  =  ሺଵହ.଼ଶሻି ሺଵହ.ଽଶଶଽሻሺଵ଼ଶହଵହଶሻି ሺଵଷ଼ଶଽሻ  

 ݉ =  ሺିଵ.ଵଶଶ଼ଷሻሺସସଶଵሻ =  ିܧ 2.49287−

 ܾ =  ሺଵଷ.ଷହ∗ଷ଼ଶସሻି ሺଵଵ∗ଷଶ.ଶଶହସሻሺସ଼∗ଷ଼ଶସሻି ሺଵଵ∗ଵଵሻ  =  ሺହ଼଼ଽ.ହଵሻି ሺଷ଼ସ଼ଵ.ଵሻሺଵ଼ଶହଵହଶሻି ሺଵଷ଼ଶଽሻ  

 
 ܾ =  ሺଵଶଷଶ.ସሻሺସସଶଵሻ =  0.278333 

 
Thus: ࢟ = .ૢૡ ିࡱ ࢞+ . ૠૡ (13) 
 

6. Calculating of the equation of the line for the 
variable: Gross domestic product (GDP) 

n = 16 (Quarterly) 
 ݉ =  ሺଵ∗ଷଵ.ଵଶସሻି ሺଷସ.ଶଶଷଵ∗ଵଷሻሺଵ∗ଵସଽሻି ሺଵଷ∗ଵଷሻ  =  ሺହସ.ହሻି ሺସହସ.ଷସሻሺଶଷଽଷሻି ሺଵ଼ସଽሻ  

 ݉ =  ሺସଶ.ସଵሻሺହସସሻ =  0.07728 

 ܾ =  ሺଷସ.ଶଶଷଵ∗ଵସଽሻି ሺଵଷ∗ଷଵ.ଵଶସሻሺଵ∗ଵସଽሻି ሺଵଷ∗ଵଷሻ  =  ሺହଵଵଽ.ଽሻି ሺସଷଵଷହ.ସହሻሺଶଷଽଷሻି ሺଵ଼ସଽሻ  

 
 
 ܾ =  ሺ଼ଶ.ଷଵଶሻሺହସସሻ =  1.4820 

 
 
Thus: ࢟ = .ૠૠૡ ࢞+ .ૡ (14) 
 

7. Calculating of the equation of the line for the  
variable: Dollar weekly exchange rate 
n = 210 (weeks) 

 ݉ =  ሺଶଵହ∗ଷସ.ଽ଼ሻି ሺଷଵଽଵ.ହହ∗ଶଶଵହହሻሺଶଵ∗ଷଵଽ଼ହሻି ሺଶଶଵହହ∗ଶଶଵହହሻ  =  ሺଽସହସ.ହଶሻି ሺଵଷଷସ.ହଷሻሺହଶଽ଼ହሻି ሺସଽ଼ସସଶହሻ  

 
 ݉ =  ሺଶଷଶଵଵଽ.ଽଽሻሺଵଶଷ଼ଶହሻ =  0.0384547 

 
 ܾ =  ሺଷଵଽଵ.ହହ∗ଷଵଽ଼ହሻି ሺଶଶଵହହ∗ଷସ.ଽ଼଼ሻሺଶଵ∗ଷଵଽ଼ହሻି ሺଶଶଵହହ∗ଶଶଵହହሻ  =  ሺଽଽଶଷସଷଽ.ହଷሻି ሺ଼ଵଵସ଼ଶଷ.ହሻሺହଶଽ଼ହሻି ሺସଽ଼ସସଶହሻ  

 
 ܾ =  ሺଵ଼ହଽଶଽସ.ଽሻሺଵଶଷ଼ଶହሻ =  11.1419 

 
Thus: ࢟ = .ૡ ࢞+ .ૢ (15) 
 

 
Fig. 5 Scatter plot of Var6 
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In fig. 5, 210 points are presented, which represent each 

point one week, in the interval [2013,�,2016], therefore the 

axis X represents the time.The Y axis represents the dollar 
exchange rate, Mexican pesos by American Dollar, the fig. X, 
show a line with upward sloping, this line represent the 
equation 13. 
 
n: 210 
Standard deviation or ó = 2.4613059377258 ݔത =  1݊ ݊݅ݔ

݅=1 = 1210 210݅ݔ
݅=1 = 15.198836 

 
However it is observed that there are 46 samples above the 

standard deviation and 18 below 
 

Max(xi)= 21.0258 
Min(xi)= 12.1617 

 
Summaries are now calculated. 
  ݔ = 22155ୀଶଵ

ୀଵ  

 (ݔ)݂ = 3191.7557ୀଶଵ
ୀଵ  

 ଶݔ = 3109085ୀଶଵ
ୀଵ  

 ݔ ∗ (ݔ)݂ = 366406.9882ୀଶଵ
ୀଵ  

 
 
m=0.038454726022294; b=11.141863071315 
 
Thus 
y=0.038454726022294 x + 11.141863071315 (16) 
 

The difference accumulated with 210 samples was: 
134.22795657174 

 
The fit function error using least squares was: 4.2% 
 
It can also be verified that the manual result of equation 15 

is the same as that calculated per program presented in 
equation 16, are the same. 

 
Equations 10 to 15, which serve as predictors, are taken to 

determine possible values, from a date that is not available, to 
prove this will be tested sales as of July 1, 2017 

 
Since the x-axis represents the time and each day 

represents a unit, then if we want to determine the 
interpolated value of July 1, 2017 we take the days of the 
beginning of the year to that date and add to the sample of 
1224 History of previous years 

 
The day of this date is determined using MySQL with the 

script: 
 
selectdayofyear('2017-07-01') from dual; 
 
Then  
x1 = 48+6 
x1=54 
 

y1= 10.8793 x1 + 2340.7269 ݕଵ = 10.8793(54) + 2340.7269  
y1 = 2928.2091 
 
Follow the same process for the other variables ݕଶ = 15897.20(5) + 355306.80  
y2 = 434792.8 ݕଷ = 819.6631(54) + 104288.5027  
y3 = 148550.3101 ݕସ =  (54)ିܧ 2.4928 + 0.278333  
y4= 0.27846 ݕହ = 0.07728 (18) + 1.482   
y5 = 2.8730 ݕ = 0.03845 (234) + 11.1419  
y6 =20.1392 
 

These are the estimated values for this date, however, it 
will be necessary to consider other options of estimation, 
especially for the exchange rate of pesos per US dollars, since 
as of June 19, 2017, the exchange rate is 19.1 pesos per 
American dollar 

 
VII. BAYESIAN CALCULUS 
 

Bayesian network application for daily sales forecast given 
the attributes or variables: 

 

1. Monthly sale of motor units of national origin 
2. Vehicle fleet 
3. Monthly Production of Trucks and Integral Buses 
4. Monthly Inflation 
5. Gross domestic product (GDP) 
6. Dollar weekly exchange rate 

Historical data of these variables are considered for the 
period from 2013 to 2016.The table 2 header contains the 
number of the variable being calculated 

 
Table 2. Historical data sample 

 

Date 1 2 3 4 5 6 Sales 

2013-12-28 3168 381250 87195 0.57 1.13 13.09 517007.41 

2013-12-30 3168 381250 87195 0.57 1.13 13.09 855608.69 

2013-12-31 3168 381250 87195 0.57 1.13 13.09 1052221.29 

2014-01-02 1725 395552 121520 0.89 2.27 14.76 639521.30 

2014-01-03 1725 395552 121520 0.89 2.27 14.76 1244369.92 

2014-01-04 1725 395552 121520 0.89 2.27 14.76 339877.37 

2014-01-06 1725 395552 117574 0.89 2.27 13.14 1010040.32 

 
Step 1 From the set of data of 1224 registers, the total 
probabilities are calculated. 
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C={639521.30} 
X={sale of motor units of national origin = 1725; fleet= 
395552; Production of Trucks and Integral Buses=121520; 
Inflation=0.89; Gross domestic product=2.27; Dollar weekly 
exchange rate=13.14} 
 
Now we calculate P(639521.30|x). 
 

Within the sales options there is a set of numerical values 
in the period 2013 to 2016 that meet the following condition 
C={9043.11 <= x <=16420364.38} 
 

Table 3. Sample of sale of truck spare parts. 
 

Date Amount 

2016-07-17 9043.11 

2016-07-31 36225.73 

2016-03-21 43133.37 

� � 

2016-11-30 15362499.6 

2016-06-30 15635459.9 

2016-09-30 15824455.1 

2016-10-31 16420364.4 

 
As can be seen in Table 3, the values for C are quantities 

that are not groupable by the value because the 1224 registers 
have different values, then we have that count(C) = 1224, 
where the count function count the number of elements of set 
C. 

 

Reason why it is not possible to continue with this data, to 
solve this it is proposed to create a table of segments to group 
them, for it has to take care of two aspects: 

 

 How many segments are created 

 Segment Size 
For this first version it was decided to create 3 segments 

based on the arithmetic mean and the standard deviation, next 
the calculations are presented. 
 
n: 1224 

 

The average is calculated. 
തݔ  =  1݊ ݊݅ݔ

݅=1 = 11224 1224݅ݔ
݅=1 = 1775957.254 

 
The variance is calculated. 

 
ó

2 =2086992674357.8 
 

Thus standard deviation: 
 

ó = 1444642.749 
 

Then 3 segments are created as shown below: 
 

Segment 1: ሼ0 < ݔ < ҧݔ −  ሽߪ 
Segment 2: ሼݔҧ − ߪ  < ݔ < ҧݔ +  ሽߪ 
Segment 3: ሼݔҧ − ߪ  < ݔ < ҧݔ + ߪ  < ݔ <  ∞ሽ 
 

Substituting values 
 

Segment 1: {0 < x < 331314.505} 
Segment 2: {331314.505 < x < 3220600.003} 
Segment 3: {3220600.003 < x < �} 
 
 

Considering the historical values are as follows in terms of 
number of records in the segments: 
 

Segment 1: 24 registers 
Segment 2: 1075 registers 
Segment 3: 125 registers 
 

As you can see most historical records are concentrated in 
segment 2. 
 
Thus 
C={Segment 1, segment 2, segment 3} 
 
 

Step 2. 
 

Calculation of frequency tables from the history 
 

The data is obtained using the SQL code: 
 
selectvta_fecha, sum(vta_cantidad) from ventas_camiones 

WHERE year(vta_fecha) between 2013 AND 2016 group by 
vta_fecha order by sum(vta_cantidad); 
 
Table 4. Frequency table for attribute: Monthly sale of 
motor units of national origin 
 
 sale of truck spare parts 

segmen
t 1 

segment 
2 

segment 
3 

sale of 
motor 
units 

0-1950 3/24 73/1075 0/125 
1951-2000 0/24 0/1075 0/125 
2000 and 
more 

21/24 1002/1075 125/125 

 
In Table 4, you can see 3 columns and 3 rows, where the 

columns represent the segments of the daily sales amount 
variable, and the rows represent the domestic sales variable, 
the first element before the diagonal represents the 
summation Sales in that segment and the value after the 
diagonal represents the total of domestic automotive sold 
within the first segment of daily sales of parts of trucks, the 
other columns follow the same criteria of presentation. 

 
The conditional SQL for row 1 of the table 4: 
 
WHERE bay_vta_kw< 331314.505; 
WHERE bay_vta_kw< 331314.505 AND bay_vta_unit< 

1950 
WHERE bay_vta_kw>= 331314.505 AND bay_vta_kw< 

3220600.03 AND bay_vta_unit< 1950  
 
WHERE bay_vta_kw>= 3220600.03 AND bay_vta_unit< 

1950 
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Then the frequency tables for the other five variables are 
calculated, but here the calculation is not presented, but the 
same procedure is followed. 

 
 
 
 

Step 3. 
 

The posterior probability is calculated for the elements of 
the class C={Segment 1, segment 2, segment 3}, from the 
Bayesian network: 

 ܲሺℎȁܱሻ = ܲሺܱȁℎሻ ∗ ܲ(ℎ)ܲ(ܱ)  

Where 
h - Is the hypothesis. 
O - Observations. 
P(h|O) y P(O|h) - Conditional probabilities. 
Since P (0 | h) is known as the likelihood of the 

hypothesis h has produced the set of observations O, it can 
also be expressed as follows 
 

It can also be expressed as follows: ܲሺܥȁܣሻ = ܲሺܣȁܥሻ ∗ (ܣ)ܲ(ܥ)ܲ  ܲሺܿଵ,� , ܿȁܽ,� ,ܽሻ = ܲሺܽଵ,� ,ܽȁܿଵ,� , ܿሻ ∗ ܲ(ܿଵ,� , ܿ)ܲ(ܽଵ,� ,ܽ)  

 
Where C is the class, can take k possible values {c1, �,ck} 

and A={a1, �, an}, set of n attributes. 
 

Then in terms of classification it can be said that we are 
interested in finding the most plausible or more probable ci 

value a posteriori of the set C given the attributes. ܽ1 ,� , ܽ݊ 
 

A posteriori probability is also known as Maximum 
APosteriori(MAP)[4], can be expressed as: 

ܲܣܯܿ  = arg max  ܲሺܿ|ܽ1,� , ܽ݊ሻ 
ܲܣܯܿ  = arg݉ܽܿݔ ∈ ܥ ܲሺܽ1 ,� , ܽ݊ȁܿ1ሻ ∗ ܲ(ܿ1)ܲ(ܽ1,� , ܽ݊)  

ܲܣܯܥ  = arg max ܲ(ܿ)ෑ 1=݅(ܿ|݅ܣ)ܲ  

C = {Segment 1} 
 

Theprobability is calculated of C=Segment 1, given the 
attributes x provided by the user, from the frequency tables as 
shown in Table 4. 
 

C=Segment 1 
 

P(x| Segment 1) =  
P(Var1= 1951-2000|Segment 1)* 
P(Var2=Range2| Segment 1) *  
P(Var3=Range3| Segment 1) *  
P(Var4 =Range4| Segment 1) * 
P(Var5 =Range5| Segment 1) * 
P(Var6 = Range6| Segment 1)  

ܲܣܯܥ = arg max ܲ(ܿ)ෑ 1=݅(ܿ|݅ܣ)ܲ  

Then calculate:  ܲሺݔȁܵ݁݃݉݁݊1 ݐሻܲሺܵ݁݃݉݁݊1 ݐሻ 
 
Then calculate: P(x| Segment 2), P(x|Segment2) P(Segment 
2); P(x| Segment 3), P(x|Segment3) P(Segment 3) 
 
 
Step 4. 
Now calculate the total probability of the class C1=Segment 
1; C2=Segment 2; C3 = Segment 3. ܲሺݔሻ =  ܲሺܥȁݔሻܲ(ܥ)

ୀ  

 ܲሺݔሻ = ܲሺܵ݁݃݉݁݊1 ݐȁݔሻܲሺܵ݁݃݉݁݊1 ݐሻ+ ܲሺܵ݁݃݉݁݊2 ݐȁݔሻܲሺܵ݁݃݉݁݊2 ݐሻ+ ܲሺܵ݁݃݉݁݊2 ݐȁݔሻܲ(ܵ݁݃݉݁݊2 ݐ) 
 
Step 5. 

As we already have the necessary calculations are replaced 
in equation 1. 

 ܲሺܵ݁݃݉݁݊1 ݐȁݔሻ = ܲሺݔȁܵ݁݃݉݁݊1 ݐሻܲሺݔሻ  

 ܲሺܵ݁݃݉݁݊2 ݐȁݔሻ = ܲሺݔȁܵ݁݃݉݁݊2 ݐሻܲሺݔሻ  

 ܲሺܵ݁݃݉݁݊3 ݐȁݔሻ = ܲሺݔȁܵ݁݃݉݁݊3 ݐሻܲሺݔሻ  
 

After obtaining the three probabilities (Segment n | x), the 
highest value will be taken as feasible, and will therefore be 
the prediction. 
 

VIII. CONCLUSIONS 
 

Although the choice of interpolation of values obeys a 
straight line, for the six variables chosen to evaluate, it can 
also be concluded that for some cases the interpolated value 
is bit far from what should be, as is the case of the exchange 
rate of American dollars for pesos, which is necessary to 
continue working to improve the prediction model, but this 
could only be concluded after calculating the values and 
seeing the results. 

 

On the side of the Bayesian networks, it was observed that 
it is necessary to find a better algorithm to create groups of 
values or clusters of values, with the purpose for grouping 
better and therefore not having so many segments, because 
more clusters or groups is the more complex the calculation. 

 

It is also possible to conclude that the whole calculation 
process must be programmed with the fastest calculation, for 
this research work some calculations were done manually, 
but for the case of the predictors of the Bayesian networks, it 
was simply not feasible by the amount of clusters generated. 
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