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Abstracts- The Travelling Salesman Problem (TSP) consists of finding the lowest cost or the shortest path tour between  cities. In the 
theory of computational complexity, the TSP belongs to the class of NP-complete problems and is one of the simplest but most intensively 
studied problems in optimization. Even though the problem is computationally difficult, a large number of heuristics and exact methods 
are known. In this presentation, we propose a new heuristic algorithm for the asymmetric TSP. It is well known that NNA is very sensitive 
to the starting city. We basically use the first iteration of the Modified Vogel Method (MVM) in order to determine the best-starting city for 
the Nearest Neighbor Algorithm (NNA). Note that the resulting solution tour can be considerably improved. This can yield, in some cases, 
to the optimal solution. 
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I. The Travelling Salesman Problem 
 

  The Travelling Salesman Problem (TSP) consists of finding 
the lowest cost or the shortest path tour between  cities. In 
term of graphs, it is to find the Hamiltonian cycle associated 
with the shortest total distance. The TSP, known in the theory 
of computational complexity as an NP-hard problem in 
combinatorial optimization, plays a very important role in 
operation research and theoretical computer science. The TSP 
is one of the simplest but the most intensively studied 
problem in optimization. It has several applications and is 
used as a benchmark for many optimization methods. Even 
though the problem is computationally difficult, a large 
number of algorithms for solving the Traveling Salesman 
Problem had been developed and can be classified in three 
main categories [7, 8].  
The first one uses the exact methods based on different 
techniques to solve the mathematical formulation using the 
cutting plane method [4] or the Branch and Bound method 
[7]. For the cutting plane method, the Concorde solver 
algorithm [2] is developed and seems to behave very well. It 
has been currently considered the best TSP solver and has 
provided the optimal solutions with an efficiency of more 
than 96% to the TSPLIB cities [10]. For instance, with a 
number of cities in around the thousand order, the TSP can 
often be solved exactly by Concorde, with all computations 
carried out locally on the smartphones. It solves iteratively 
linear programming relaxation problem of the TSP.  
The second category is the heuristic algorithms, including the 
NNA [11] which gains simplicity by finding an approximated 
solution instead of an optimal one.  
    The third category called metaheuristic algorithms includes 
the Evolutionary Algorithm (EAs) [13], Ant Colony 
Optimization (ACO) and the Local Search Algorithm. One of 
the best known local search algorithm is the Lin-Kernighan 
(LK) algorithm [9].  
 

Let set  the set of cities,  be the 

graph network and  be the matrix where the 

coefficients represent the cost for travelling from city  

to , then the TSP can be mathematically formulated [4] as 
 

 

The variables are defined by constraints (4) while the first 
equalities (1) and (2) ensure that each city be visited only 
once. The third constraints (3) enforce that there is only a 
single tour covering all the cities. Its alternative version is the 
following constraint [4]. 

 

And many others are discussed [5, 6, 7] in order to avoid the 
increase of the number of these constraints induced by the 
formulation (3) and (5). In this paper, we present a new 
heuristic algorithm for the Asymmetric Travelling Salesman  

id31959784 pdfMachine by Broadgun Software  - a great PDF writer!  - a great PDF creator! - http://www.pdfmachine.com  http://www.broadgun.com 

https://www.mnkpublication.com/journal/ijlrst/index.php


 
International Journal of Latest Research in Science and Technology. 

ISSN:2278-5299                                                                                                                                                                                107 
 

Problem (ATSP) using the first iteration of the Modified 
Vogel Method (MVM) [1] to improve the nearest neighbor 
algorithm (NNA) introduced in the next section by finding 
the best-starting city. 
 

II. The NNA Method 
   The NNA might be seen as a step by step method. It lets the 
salesman, from an initial city, to choose the nearest unvisited 
city as his next move. 
 

               Nearest Neighbor Algorithm (NNA) 
Step 1.  Choose a starting city   then set    
Step 2.  Choose  such that   

Step 3.  Update the last visited  and set  
If   then go to step 4, else go to step 2 

Step 4.  Link the last city to the starting city. 
 

The NNA is a heuristic that gives an effective solution tour 
corresponding to the natural behaviour of a salesman with a 
very low number of cities. For some randomly distributed 
cities, the algorithm yields to the optimal path for an average 
of 75% of the times [5]. However, there exist many specific 
arranged city distributions which make the NNA algorithm 
give the worst tour solution [3]. Rosenkrantz and al. [11] 
showed that the NNA is strongly sensitive to the starting city 
which can impair its accuracy. 
 

III.  Application of MVM to TSP 
 

3.1. General principle  
   In the application of the first iteration of the Modified 
Vogel Method [1], the main modification is the reduction of 
matrix cost in order to have at least a zero cost in each row 
and column.  The Vogel penalties are evaluated from the new 
reduced matrix. Then the starting city is selected as the one 
associated to the row-number of the largest penalty. This is 
presented in the procedure presented below.  
 

Note that we are not applying the complete MVM algorithm 
but just the first iteration in order to find the best-starting 
city. At this point the NNA is applied to find a tour which can 
be improved by considering the missing zero of each row. 
The row with the largest missing zero is then selected to be 
improved by considering sequentially all the lower reduced 
costs on that row. The solution tour with the lowest reduced 
cost is determined and the MVM-NNA algorithm stops. 
 

Starting city Procedure 
 

Step 1.   Row reduction. 
 find   then  

For    
 
Step 2.   Column  reduction  

 find   then  
For    
 
 

Step 3.  Penalties evaluation.  
  find the penalty  as the subtraction of the two least 

costs of row  
  find the penalty  as the subtraction of the two least 

costs of column   
Find the largest penalty  
 

 

Step 4.  Starting city. 
If the largest penalty is reached by then the starting city is 
. Else   find    such that  then the 

starting city becomes  . 
 

Remark 1. In this procedure the rows are reduced first then 
the columns. However, we can perform the reduction of the 
columns first. 
 

Remark 2. If in step 3, there is a tie between a row and  a 
column  then the starting city is . If there is a tie between 
different rows then the one with the highest penalty of the 
column associated to its zero is the starting city. If the tie 
subsists the row associated with the lowest initial cost of its 
zero is the starting city. If the tie subsists then it can be 
broken arbitrarily. 
 

Remark 3. If in step 4 the largest penalty is null, then all 
penalties equal zero and any town can be the starting city. 
 

3.2. Algorithm presentation 

  In this subsection the first iteration of MVM is applied in 
order to determine the best-starting city for NNA. From that 
starting city, the NNA is performed to provide a solution 
tour. Then it is improved to induce a new heuristic for the 
TSP called MVM-NNA and presented below. 
 

 
 

MVM�NNA Algorithm for TSP 
 

Step 1.  Starting city 
From the procedure find the starting city   then   

  
 

Step 2.  NNA Application 
Apply the NNA algorithm from  to find  a Tour  
 

Step 3.  Missing zero evaluation 
For each row , find the reduced cost of the assigned variable 

that is  .  
 

Step 4.  Improving NNA 
The row  with the largest missing zero i.e. 

 is to be improved. We consider the 

starting city as  then assign sequentially all the reduced 

costs which are lower than   on the row . When all 
the associated reduced cost are evaluated, the algorithm ends. 

 
 

III. Convergence Results 
  The convergence results of the MVM-NNA are established 
by the following results. 
 

Theorem 1. If the largest missing zero is null then the 
associated solution tour is optimal. 
 

Proof. We know by definition that the reduced cost is 
positive. Therefore if the largest missing zero is null then the 
reduced cost is null and has reached its minimal value. 
Consequently, the associated solution tour is optimal. 
 

Theorem 2. If the largest missing zero associated to row  
is unique and all the other strictly positive missing zeros are  
reduced during the improvement induced by using row  
then the associated solution tour is optimal. 
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Proof. All the possibilities to decrease the total cost by row 

 are visited. Since the decrease of the missing zero of row 

affects the other entire missing zeros then these rows are 

dependent on row . Therefore all the possible situations are 
considered and the associated cost is optimal. 
 

Remark 4. If there is only one strictly positive missing zero 
then the theorem applies. 
 

Remark 5. The only way to improve the solution provided 
by the MVM-NNA algorithm is to reduce the non-null 
missing zero. 
 

Remark 6. If the MVM-NNA algorithm is applied to find the 
initial solution tour for a Local Search algorithm, then local 
search has to be performed near the cities associated to non-
null missing zero. The optimal solution tour will very likely 
be in their neighborhood. 
 

Remark 7. The MVM-NNA algorithm can be used to 
determine more performed populations in the application of 
Evolutionary algorithm (EAs). It suffices to consider the 
different situations associated the improvement of the 
algorithm by using the improvement of the rows associated to 
the non-null missing zero. The resulting population will very 
likely contains the optimal solution tour. 
 

Theorem 3. If all the strictly positive missing zeros are 
improved then the resulting solution tour is optimal. 
 

Proof.  If all the strictly positive missing zeros are improved 
then all the possibilities to reduce the total reduced cost are 
considered. Therefore, all situations are enumerated and the 
resulting solution tour is optimal. 
 

IV. Example of illustration 

  Let us consider an AsymmetricTraveling Salesman Problem 

(ASTP) with 8 cities defined by the following matrix  
 

 
 

To determine the starting city using MVM, we reduce the 

matrix to  

 
 

The Vogel penalties of the rows and the columns are  

 

 

The largest penalty is therefore  the starting city is 

then 6 which yields the tour 

 
 

This solution tour is presented in bold on the following 

matrix 
 

    

 

By considering the missing zero in the column at the right, 
note that the sum  of the missing zeros, i.e. 

 is the total reduced cost.  
Note that if we were applying a Local Search algorithm then 
local search has to be performed near the cities 8 and 3. They 
were the only cities with non-null missing zeros  

and .  
 

   Similarly, if we were applying an Evolutionary algorithm 
(EAs) then we can consider all the population capable of 
improving the reduced cost. They are three possibilities for 
row 8 and one for row 3.  
 

   In the continuation of applying MVM-NNA, we also notice 
that the largest missing zero is provided by row 8. To 
improve the solution, we can apply an NNA iteration by 
considering the new starting city 8 and then decreasing the 
reduced cost 17 to the next lowest 1. This connects the city 8 
to 1 and induces the solution tour  
 

 
 

This solution tour is presented in bold on the following 
matrix  
 

    

 

   The total reduced cost is   and can no longer be 
improved by decreasing the reduced assigned cost of row 8. 
Since the only other initially non-null missing zero of the 
third row becomes equal to zero, we are in the situation of 
Theorem 3 and the solution tour associated to the total cost 

 is optimal. 
 

    This example was introduced in [12] and solved by using 
the Branch and Bound method. Seven assignment problems, 

with a complexity of , were solved while just 3 NA 
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iterations, with a complexity of , were necessary for the 
MVM-NNA algorithm.  
 

V.  CONCLUSION 
 

   In this paper, we proposed a new heuristic approach called 
MVM-NNA to improve the NNA for solving the Asymmetric 
Traveling Salesman Problem. Note that we do not apply a 
complete MVM method but just the first iteration of that 
method in order to determine the best-starting city for the 
NNA algorithm. The MVM-NNA method provides the best-
starting city for the NNA and therefore avoids the worst case 
scenario. In some cases, the algorithm detects the optimality 
of the tour and also indicates a way for improvement. 
Using MVM-NNA may also improve the local search 
algorithms [5, 9] by identifying the neighborhood of the 
network where the search should be processed. The approach 
can also be used to constitute more performed sample of 
populations for the Evolutionary Algorithm (EAs) [13]. 
The MVM-NNA method can also be adapted for the 
Symmetric Traveling Salesman Problem (STSP). Because of 
the matrix symmetry, the algorithm can be considerably 
simplified. Furthermore, the MVM-NNA opens a new 
approach which links the TSP to the technique used to solve 
some transportation models. 
 

REFERENCES 
 

[1] Almaatani D., Diagne S., Gningue Y. and Takouda P.M. (2015), 
Solving the Linear Transportation Problem by Modified Vogel 
Method. In Springer Proceedings in Mathematics & Statistics, 
Vol. 117: Interdisciplinary Topics in Applied Mathematics, 
Modeling and Computational Science.       

[2] Applegate, D. L., Robert E. B., Vasek Chvatal  and  William J. C. 
(2007), The Traveling Salesman Problem: A Computational 
Study. Princeton UP, Princeton. 606 pp. 

[3] Christofides, N. (1976), Worst-case analysis of a new heuristic 
for the travelling salesman problem, Technical Report 388, 
Carnegie-Mellon University, Pittsburgh. 

[4] Dantzig G. B., Fulkerson D. R. and Johnson S. M. (1954), 
Solution of a large travelling salesman problem, Operation 
Research, 2, p. 393-410. 

[5] Johnson, D.S. and McGeoch, L.A. (1997), The traveling salesman 
problem: A case study in local optimization, Local search in 
combinatorial optimization, p. 215-310. 

[6] Kulkarni, R.V. and   Bhave, P.R. (1985), Integer programming 
formulations of vehicle routing problems. European Journal of 
Operational Research, Vol. 20, pp. 58�67. 

[7] Lawyer E. L.,  Lenkstra J. K.,  Rinnooy Kan A. H. G.,  and  
Shmoys D. B. (1985),  The Traveling Salesman Problem. A Guide 
tour of combinatorial optimization.  Wiley, Chichester 

[8] Laporte G. (1992), The travelling salesman problem: an overview 
of exact and approximate algorithms, European Journal of 
Operations Research 59, p. 231-247. 

[9] Lin S. and Kernighan B. W., (1973), An effective heuristic 
algorithm for the traveling-salesman problem, Operations 
Research, vol. 21, no. 2, pp. 498�516, March�April. 

[10] Mulder, Samuel A.; Wunsch, Donald C., II (2003), "Million city 
traveling salesman problem solution by divide and conquer 
clustering with adaptive resonance neural networks", Neural 
Networks 16 (5�6): 827�832 

[11] Rosenkrantz, D. J., Stearms R. E. and Lewis II, P. M. (1977), An 
analysis of several heuristics for the  Traveling Salesman 
Problem, SIAM Journal on Computing, 6, 563-581. 

[12] Teghem Jacques (2012), Méthodes d�optimisation, ed. Ellipse, 
Paris, Tome 1, p. 274.  

[13] Weise T. (2009), Global Optimization Algorithms � Theory and 
Application. Germany: it-weise.de (self-published). 

 


