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Abstract-In this work we propose a simple yet effective face detector that combines several face/eye detectors that possess different 
characteristics. Specifically, we report an extensive study for combining face/eye detectors that results in a final system we call FED that 
combines three face detectors that extract regions of candidate faces from an image with two approaches for eye detection: the enhanced 
Pictorial Structure (PS) model for coarse eye localization and a new approach proposed here (called PEC) that provides precise eye 
localization. PEC is an ensemble that utilizes three texture descriptors: multi-resolution local ternary patterns, local phase quantization 
descriptors, and patterns of oriented edge magnitudes. The extracted features are coupled with support vector machines trained on eye and 
non-eye samples to perform classification. The proposed framework for face detection could be considered an ad hoc integration of 
existing methods (the three face detectors and the PS coarse eye detector) that is combined with the proposed novel ensemble for precise 
eye localization (PEC). The aim of this approach is to maximize performance (not computation time). The quality of the proposed system is 
validated on three datasets (the well-known BioID and FERET datasets as well as a self-collected dataset). To the best of our knowledge, 
our system is one of the first fully automatic face detection approaches to obtain an accuracy of almost 100% on the BioID dataset (the 
most important benchmark dataset for frontal face detection) and 99.1% using the same dataset with only 12 false positives. A MATLAB 
version of our complete system for face detection can be downloaded from https://www.dei.unipd.it/node/2357.    
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I. INTRODUCTION 
Over the last few years, face detection has become an 

essential task in the modern world [35][37][39]. The 
increasing importance of face detection is due to the 
widespread development of surveillance and security systems 
and to a wide range of new applications, such as face tagging, 
behavioral analysis, human-computer interaction, content-
based image and video indexing, and many others [1]. 
Moreover, detecting faces in images is a necessary first step 

for facial analysis algorithms, including, for example, face 
alignment, face recognition/verification, head tracking, and 

facial expression recognition.  
 

The face detection problem can be described as follows: 
given an arbitrary image, determine the position of all 
existing faces in an image by inscribing an ellipsoid (or a 
bounding box) around each face. From a machine learning 
point of view, the problem can be formulated as a two-class 
pattern recognition problem where each subwindow of a 
given image is classified as either containing or not 
containing a face [2].  

 

Although great strides have been made in the field of face 
detection and several approaches are now available that 
produce accurate detection under variable conditions [3], it is 
still challenging at the present time to obtain reliable face 
estimation in unconstrained images, where face detection is 
arguably more difficult due to the existence of extreme facial 
poses. In order to improve face detection, additional 
adjunctive modules have been developed that aim at 
detecting specific facial features [4]: the nose, eyes, and  

 

 

mouth. Of course, facial feature detection is useful in a 
number of other applications. Mouth detection, for example,  
allows applications to capture lip movements [1] for lip 
reading and video sound synchronization, and eye detection 
is also important in eye tracking, facial expression 
recognition, and face modeling. Eye detection is especially 
useful in face recognition, with several studies reporting a 
close relation between accuracy in face recognition and eye 
localization [25][5][34][36][38]. Indeed, high eye detection 
accuracy is considered crucial in face recognition for 
avoiding the so-called �curse of misalignment� (i.e., the 

abrupt degradation of face recognition performance due to 
possible inaccuracy in the automatic localization of eyes) [6].  
 

Automatic eye detection involves two tasks: (i) assessing 
the presence of eyes in an image and (ii) accurately detecting 
the position of the iris center. Although there have been 
significant advances in the development of precise eye 
localization methods, this remains an open problem. This 
problem is challenging because the appearance of eyes is 
highly variable, both in terms of the intrinsic dynamic 
features of eyes and ambient environmental changes, a 
challenge that is intensified because of the increasing 
demands for speed and accuracy with a margin of error of a 
few pixels in eye localization if it is to fit the needs of real-
world applications. 

 

Research in automatic eye detection can be divided into 
three major categories [19]: template-based methods, 
appearance-based methods, and feature-based methods. 
Template-based methods, as in [30], employ a generic eye 
model to search for eyes in images. Appearance-based 
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methods locate eyes based on their photometric appearance 
using various global representations and statistical 
classification techniques (e.g., modular eigenspaces and 
HMM-based algorithms) [3]. Feature-based methods include 
approaches that extract discrete local features and that 
perform eye localization by means of standard pattern 
recognition techniques [5]; in other words, a classifier is 
trained using these features. A recent feature-based method of 
note is [29], which presents a new set of features called 
Feature Local Binary Pattern (FLBP) that combines the 
information of local textures and of local features (edges, 
Gabor wavelet features, color features, etc.) using the Local 
Binary Pattern (LBP) encoding scheme of the grey-level 
image and the binary representation of the selected feature.  

 

Most early approaches developed for automatic eye 
detection focused on indoor environments. Because these 
approaches were unable to handle the extreme changes over 
time in light intensity levels and the direction of lighting 
(changes that are typically unavoidable in outdoor 
environments), they failed when transposed to outdoor 
scenes. To better address changing illumination conditions, 
recent studies have focused on illumination-invariant eye 
detection. Tan [26], for example, proposed a method based 
on an enhanced pictorial structure model that uses an Support 
Vector Machine (SVM) classifier to optimize the energy 
function of the model, and Jung et al. [27][28] adopted a 
method for illumination normalization based on retinex 
theory. 

 

The aim of this paper is to produce an efficient and 
accurate face detection system that combines eye detection 
algorithms with state-of-the-art face detection methods. 
Specifically, we improve our previous work [20] by 
proposing a two-step system that combines three face 
detectors and two approaches for eye detection: a coarse 
method that is then followed by a novel precise method for 
eye localization that is proposed in this paper. The three face 
detectors are combined to extract regions of candidate faces 
from an image and are based on a split up sparse network of 
winnows (SN) [10], Viola-Jones (VJ) [22], and Eye Mouth 
Localization (EML) [5]. The two eye detectors are based on 
the enhanced Pictorial Structure (PS) model (a robust 
approach for eye localization in unconstrained conditions) for 
coarse localization and on our proposed ensemble of 
classifiers for precise eye detection. The proposed precise eye 
detector is a feature-based method that locally extracts 
several texture descriptors (Local Ternary Patterns, Local 
Phase Quantization, and Patterns of Oriented Edge 
Magnitudes [21]) from four subwindows of the eye region. 
The extracted features are then classified by SVMs trained 
using eye and non-eye samples.  

 

The combination of these five systems (the three face 
detection methods and the two eye detectors) into our 
proposed face detection system is performed in two serial 
steps. In the first step, two of the face detectors, EML and 
SN, are combined for fast extraction of candidate faces from 
the image. In the second step, only the challenging cases are 
handled using VJ and SN. The PS model [19] is used for 
coarse eye localization, and the proposed feature-based eye 
recognition method is used for precise eye localization and 
for filtering out false positives. 

The main contributions of our system are the following: 
we produce a new, highly accurate ad hoc system for 
automatic face detection, which we call FED, and we 
introduce a novel precise eye localization system, which we 
call PEC, that is based on an ensemble of descriptors. The 
quality of our proposed face detection system is validated on 
three different datasets: the well-known BioID1 and FERET2 
datasets as well as a self-collected dataset. Using a fully 
automatic face detection system, our ensemble obtains a 
detection rate in the BioID dataset of almost 100%, the 
highest we have seen reported for a fully automated system. 
This result suggests that combining approaches that have 
different characteristics is an excellent way to improve face 
detection performance, even in unconstrained conditions.  

 

The remainder of this paper is organized as follows. In 
section II the eye localization systems (including PEC, the 
new system proposed here) are explained in detail. In section 
III the entire FED face/eye detection system is described, and 
in section IV the experimental results are presented that 
validate both PEC as a precise eye detector and FED (which 
utilizes PEC as a module) as one of the most accurate, fully 
automatic face detection systems developed to date. Finally, 
in section V some conclusions are drawn. 

 

II. EYE LOCALIZATION 
 

   In our complete approach for face detection, two eye 
localization methods are employed to obtain a precise 
localization of eyes inside candidate face images: (i) coarse 
eye localization using the PS model, and (ii) our novel 
Precise Eye Classification (PEC) system. Both of these 
methods are detailed in this section. 
 

A. Coarse Eye Localization (PS) 
The enhanced PS model proposed in [19] is used for 

coarse eye localization in our proposed face detection system. 
PS [31] is a computationally efficient framework for part-
based face modeling where appearance and structural 
information are combined into a unified framework. Using 
this approach, a face is first decomposed into parts, and then 
the best part candidates are searched, subject to some spatial 
constraints. A PS face model is expressed in terms of an 
undirected graph G = (V, E), where the vertices V correspond 
to its parts (the facial parts of two eyes, one nose, and one 
mouth) and where the edge set E characterizes the local 
pairwise spatial relationship between the different parts.  

 

The PS approach proposed in [19] enhances the 
traditional PS model to handle the complicated appearance 
and structural changes of eyes under uncontrolled conditions. 
Specifically, it introduces some global constraints to improve 
translation, rotation, and scale invariance. Moreover, the 
enhance PS approach adopts a heuristic prediction method to 
deal with partial occlusion.  

 

The specifics of this approach utilized in our proposed 
system can be described as follows. Each candidate image is 
resized to 100×100 pixels. For each input image, 1000 

subwindows with the highest similarity to the eye class are 
paired and extracted according to [19]. All pairs whose 

                                                
1
 http://www.bioid.com/download-center/software/bioid-face-database.html. 

2 http://www.itl.nist.gov/iad/humanid/feret/. 

http://www.bioid.com/download-center/software/bioid-face-database.html.
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position is closer than 4 pixels are then merged together. All 
candidate windows smaller than 50×50 are discarded because 

we are not interested in localizing very small faces. 
Moreover, since we are searching for eyes, 50% of the pixels 
in the bottom and 20% in the central region of each candidate 
face image are discarded. Another constraint involves the 
need to search for eye pairs such that one eye is on the left-
hand side while the other is on the right-hand side. Pairs 
found by PS that have a very low score are also discarded. In 
our experiments, two different threshold values are evaluated: 
a very low threshold (th1= -4) for retaining a larger number 
of candidate eyes and a higher threshold (th2=50) for 
discarding pairs with a low score (the rationale for using 
these two thresholds is provided in section III). 
 

B. Precise Eye Classification (PEC) 
 

    In this work we propose a precise eye classification system 
(PEC) to enhance face detection that employs an ensemble of 
classifiers for precise localization. Given a candidate eye 
whose position is B, the search for precise localization is 
performed by considering a region of d×½d pixels moving 
around B by steps of {5, 10, 15} pixels. In order to scale to 
different eye sizes, three values for d are used during the 
search: 30, 35, and 40. Each candidate region is then 
classified as either �eye� or �non-eye� using a classification 

module based on the following texture descriptors: 
 

 Local Ternary Pattern (LTP) [8]: this is a variant of 
the original Local Binary Pattern (LBP) texture 
descriptor. In LTP a ternary rather than a binary 
encoding scheme is used to represent pixel 
variations. The final pattern is then split into two 
binary patterns by considering its positive and 
negative components according to some threshold ô 
(ô=3 in our experiments). In order to achieve scale 
invariance, we consider in this work the 
concatenation of two different LTP descriptors 
obtained by varying the parameter settings (i.e., the 
number of pixels in the neighborhood P and the 
value of the search radius R). Our final descriptor is 
the concatenation of LTP(R=1; P=8)+LTP(R=2; 
P=16); 
 

 Local Phase Quantization (LPQ) [9]: this is a local 
approach for texture analysis based on the quantized 
phase of the discrete Fourier transform that is 
computed in a local subregion of the image. In this 
work, local frequency estimation is performed by 
means of Gaussian derivative quadrature filters [9]. 
The final descriptor is obtained by the concatenation 
of two LPQ descriptors extracted at different values 
for the radius R: LPQ(R=3)+LPQ(R=5);  
 

 Patterns of Oriented Edge Magnitudes (POEM) 
[21]: this descriptor is based on characterizing edge 
directions using the distribution of local intensity 
gradients. POEM measures the edge/local shape 
information and the relation between the 
information in neighboring cells. Extracting POEM 
descriptors is a three step process consisting of (i) 
gradient computation and orientation quantization, 
(ii) the calculation of accumulated magnitudes as 
local histograms of orientations, and (iii) the 

calculation of self-similarity using the LBP operator 
to encode accumulated magnitudes across different 
directions. In the present work, the default 
parameters proposed in [21] have been used for the 
POEM descriptors. 
 

The similarity score to the eye class of a pair of eyes found 
by PEC is given by the sum of the scores of the two eyes. If 
this score is higher than the threshold ô (ô = -4 in our system), 
the pair of candidate eyes is classified as eye. 

 

The PEC ensemble is obtained (i) by dividing the 
candidate image into four equal subwindows, (ii) by 
extracting three texture descriptors from each subwindow, 
and (iii) by classifying each with an ensemble of SVMs 
combined by sum rule (where the scores of the classifiers are 
summed). In other words, each SVM is trained using a given 
descriptor extracted from a given subwindow of the image 
(e.g., given 4 subwindows and 3 descriptors, we train 12 
SVMs).  

 

The training set is obtained by selecting positive samples 
from the FRGC Eye_Centered dataset and 25000 negative 
samples taken from the Yale-B dataset (see section IV for 
details). The SVM parameters are grid-searched using a 10-
fold cross validation on the training data. A complete schema 
of the PEC eye classification approach is presented in Figure 
(1). 

 

 
 

Fig. 1 Schema of PEC, the Proposed Eye Classification 
System 
  
III.  ENSEMBLE OF FACE/EYE DETECTORS (FED) 
 

In this section our novel Face/Eye Detection system is 
described. FED is inspired by our previous work [20] and by 
the system proposed by Kroon et al. [7], which is based on 
the combination of the well-known OpenCV face detector 
and an eye localizer to refine the eye position.  

 

FED is composed of two steps (see Figure 2). In brief, the 
first step combines two face detectors: Sparse Network of 
Winnows (SN) [12] and EML [5]. The second step is aimed 
at handling more difficult cases, and is composed of the VJ 
face detector [22] combined with two eye localization 
modules (i.e., the two eye detectors described in section II). 
The rationale behind this sequential structure is to begin with 
a light approach (the first step)�that works almost in real time 
to detect faces�that is then combined with a heavier approach 
(the second step) that is applied to difficult cases only. The 
three face detectors (SN, EML, and VJ) are described in 
section A, and the two sequential steps are presented more 
fully in section B. 

 
 
 

 

A. FED Face Detectors 
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FED combines three face detectors: SN3, EML, and VJ. 
The face detector SN [12] is based on local Successive Mean 
Quantization Transform (SMQT) features applied to a Split 
up sparse Network of Winnows (SN) classifier. According to 
the experiments presented in [12], SN performance can be 
adjusted by a sensitivity parameter ó, which is a threshold of 

the maximum similarity to the face class allowed for 
classifying an image. By varying ó in a fixed range [ómin, 
ómax] (in the original implementation ómin=1 and ómax=10), it 
is possible to tune the system between a low sensitivity value 
that determines the presence of some false positives and a 
high sensitivity value that retains very few false positives but 
at the cost of missing some faces. In order to take advantage 
of both results, our system combines the performance 
obtained by fixing ó to the two extreme values of ómin and 
ómax. 

The face detector EML4 is a simplified version of the face 
detection approach described in [5]. The output of this system 
is the eye position (detected with a very high accuracy when 
the face is found but with a lower face detection rate than 
SN). 

The face detector VJ [22] is a widely used method for 
real-time face detection that is characterized by slow training 
but very fast classification. This approach involves a very 
simple image representation that is based on (i) Haar 
wavelets, (ii) an integral image for rapid feature detection, 
(iii) the AdaBoost machine-learning method for selecting a 
small number of important features, and (iv) a cascade 
combination of weak learners for classification. 

 

B. Serial Combination of FED Face Detectors 
In FED the output of the two face detectors (EML and 

SN with ó=ómax) is considered as a first step in our approach 
to face detection. The component EML outputs both the 
bounding box of the candidate face (BEML) and the assumed 
eye position (EEML), while the component SN gives only the 
bounding box (BSNmax) for the face; therefore, a fixed eye 
position (ESN) is assumed. The combination of all the 
resulting bounding boxes discovered by the two face 
detectors, BEML and BSNmax, is performed according to the 
following rule: if the Euclidean distance between the 
positions of EEML and ESNmax is lower than a fixed threshold õ, 
we accept the eye position returned by EML (EEML). The 
rationale of this choice is that we use the SN approach to 
validate the output of EML, which is very accurate when it 
does find a face.  

 

When SN fails to find a face, the system moves on to 
carry out a second step that considers the outputs of three 
face detectors (VJ, EML, and SN with ó=ómin). In this step 
the lowest value of the parameter ó is used (ómin) in order to 
maximize the number of true positive faces, disregarding the 
false positives that will be rejected by the eye detectors. All 
the resulting candidate faces obtained as the output of VJ, 
EML, and SNmin are processed for eye detection by means of 
the coarse and the precise eye localization modules described 
in section II. Precise localization is performed by considering 

                                                
3 http://www.mathworks.com/matlabcentral/fileexchange/loadFile.do?object 
Id=13701&objectType=FILE. 
4 http://lipori.dsi.unimi.it/download.html.  

all the candidate eyes resulting from coarse localization (PS) 
and classifying them using precise eye classification (PEC), 
the system detailed in section II.B that produces the EPEC eye 
position. Finally, all the output images that are within a 
distance of md ≤ 30 pixels are merged together. For handling 

non-upright frontals images, we rotate the candidate face 
image by 25° and -25° before the eye classification step. 

In Figure (2) we present a schematic of the two steps 
involved in our complete system for face detection. 

 

 
 
Fig. 2 Outline of the Complete Face/Eye Detection 

(FED) System 
 

IV. EXPERIMENTAL RESULTS 
In this section we present the experimental results 

validating both the PEC system (the novel eye localization 
system proposed here and described in section II.B) and the 
complete face detection system FED (described in section III) 
that utilizes PEC as a module. 

 

A. Eye Classification with PEC 
The intention of the first PEC experiment is to validate the 

selection of texture descriptors used to build the ensemble 
(see section II.B). The compared methods in this study are 
based on an ensemble of SVMs, each trained on different 
descriptors extracted from four subwindows of the image.  

 

The training set is obtained by selecting positive samples 
from the FRGC_Eye_Centered dataset5, which includes eye 
images having a resolution higher than 15×30, and 25000 

negative samples taken from the Yale-B dataset6 and from 
other public images. The SVM parameters are grid-searched 
by 10-fold cross-validation on the training data. 

 

The testing set is obtained from the �red-eyes� dataset 

[13], which is a set of 390 images containing 1049 images of 
red-eyes collected for the red-eye classification task. Since 
this dataset is freely available, we use a labeled subset, called 
the �candidate red-eyes� dataset (shared by the author of 
[13]), which includes 2513 images (848 eyes and 1665 non-
eyes) at a resolution of 30×30 pixels extracted from the 

original photographs through an image filtering pipeline that 
performs the search for reddish zones in the HSL color space 
(see [13] for details). Unfortunately, this filtering step loses 
201 true positive samples. It is important to note that the 
presence of the red color in the eyes has no effect on results, 

                                                
5 http://www.ecse.rpi.edu/~cvrl/database/ISL_IR_Eye_Database.htm. 
6 http://vision.ucsd.edu/~leekc/ExtYaleDatabase/ExtYaleB.html. 

http://www.mathworks.com/matlabcentral/fileexchange/loadFile.do?object
http://lipori.dsi.unimi.it/download.html.
http://www.ecse.rpi.edu/~cvrl/database/ISL_IR_Eye_Database.htm.
http://vision.ucsd.edu/~leekc/ExtYaleDatabase/ExtYaleB.html.
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since all our experiments are performed on grey-level images. 
Because the �candidate red-eyes� dataset includes eyes of 

different sizes, the eye classification results have been 
obtained using moving windows of different sizes and angles, 
each resized to 20×40 to perform the search. The scores 

obtained from each window are combined by max rule.  
 

TABLE I TEXTURE DESCRIPTORS PERFORMANCE IN TERMS 

OF AUC FOR THE EYE CLASSIFICATION PROBLEM 
 

 
 

Table 1 presents the classification performance obtained 
considering the different texture descriptors. The 
performance indicator is the Area under ROC curve (AUC) 
[32]. The area under the ROC curve can be interpreted as the 
probability that the classifier will assign a higher score to a 

randomly picked positive sample than to a randomly picked 
negative sample.  

 

The approaches we compare are the following: 
 

� Whole Eye [20]: a global method, where the entire 
candidate image is used for extracting three features: 
LTP(R=1; P=8), LTP(R=2; P=16), and LPQ(R=3); 
 

� �Four Subwindows� [20]: the final method proposed 
in [20], where the eye image is divided in four 
subwindows for extracting three features: LTP8, 
LTP16, and LPQ(R=3). 
 

� LTP, LPQ, and POEM: comparison of the single 
descriptors LTP, LPQ, and POEM. Each descriptor is 
extracted from one of the four subwindows of the 
image; 
 

� PEC: the ensemble described in section II.B based on 
the combination of subwindows and descriptors based 
on LTP, LPQ, and POEM. 
 

Examining Table 1, it is clear that our proposed 
approach, PEC, outperforms our previous work [20]. 
Moreover, the POEM descriptor seems to be particularly 
effective for this classification problem. 
 

TABLE 2 SYSTEM PERFORMANCE IN �RED-EYES� DATASET 
 

The purpose of the second PEC experiment is to compare 
the performance of PEC (in terms of False Negative and 
False Positive) with other well-known approaches evaluated 
on the �red-eyes� dataset. This comparison can be read in 

Table 2 by assuming that our approach is combined with the 
filtering step in [13] using the �red-eyes� dataset.  

 
 

It should be noted that the best performance obtained by 
[13] has been achieved using a more advantageous testing 
protocol, one that involved training on the same dataset using 
the leave-one-out approach.  

 

Examining the results reported in Table 2, it is clear that 
our system works similarly to many commercial products. 
 

B. Face Detection with FED 
The complete face/eye detection system proposed in this 

paper (see section III) is evaluated on the following three 
datasets, all of which contain frontal images: 

 

� The BioID dataset: this dataset includes 1521 images 
of 23 different people acquired during several 
sessions; 
 

� The FERET dataset: this dataset is a subset of 250 
pictures in Dup27 ; 
 

� SC: this dataset is a self-collected dataset containing 
64 images of approximately 40 persons collected in 
unconstrained conditions. This is a challenging 
dataset, since faces have very different backgrounds. 
 

To validate the performance of our complete face/eye 
detection system, we use a relative error measure based on 
the distances between the expected eye positions and the 
estimated eye positions in faces. Let dl and dr be the 
Euclidean distance between the manually extracted eye 
centers Cl and Cr and the detected eye centers C�l and C�r, 
with l and r denoting the left and right eye respectively. The 
relative error of detection is defined as DER=max(dl, dr)/dlr 
where the normalization factor dlr is the Euclidean distance of 
the expected eye centers used to make the measure 
independent of the scale of the face in the image and of the 
image size. In [15] a face is assumed to be correctly detected 
if DER<0.25 (i.e., if there is an error of less than half an eye 
width).  

 

In this work the face detection performance is measured 
using the following indicators:  

 

DR: detection rate (or recall), i.e., the percentage of images 
where a face is detected according to the above criterion 
(DR0.25 for DER<0.25, DR0.35 for DER<0.35); 

 

ADER: the average relative error of detection (evaluated 
on the whole dataset); 

 

NFP: the number of false positive faces retrieved with 
DR0.25.  

 

In Tables 3-5 we first report the performance of several 
stand-alone methods and their fusions on the three datasets. 
In the ensembles, all candidate images resulting from each 

                                                
7 For fair comparisons the list of the selected images in the FERET dataset 
will be available along with the source code used in this work. 
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face detector are considered (and merged together, in the case 
of overlapping).  

 

To improve the performance on the SC dataset (Table 5), it 
is possible to apply a prefiltering step based on skin detection 
[23], which removes all non-skin patches from the candidate 
list. In our tests, this prefiltering step succeeded in removing 
some false positive images while retaining all the true 
positives; the number of false positives after application of 
skin filtering is denoted in Table 5 as NFPsk. 

 

TABLE 3 COMPARISON OF PERFORMANCE, DETECTION 

RATE (DR), AND NUMBER OF FALSE POSITIVES (NFP) IN THE 

BIOID DATASET 
 

Face Detection 
System 

BioID 

DR0.25 DR0.35 NFP 
SNmin 96.5 97.9 193 

SNmax 98.4 99.9 1361 

EML 95.9 98.4 220 

VJ 77.5 90.1 2396 

SNmax+EML 99.3 99.9 1581 

SNmax+VJ 99.7 100 3757 

SNmax+VJ+EML 99.9 100 3977 
 
 

TABLE 4 COMPARISON OF PERFORMANCE, DETECTION 

RATE (DR), AND NUMBER OF FALSE POSITIVES (NFP) IN THE 

FERET DATASET 
 

Face Detection 
System 

FERET 

DR0.25 DR0.35 NFP 
SNmin 98.4 100 4 

SNmax 98.4 100 13 

EML 99.2 99.2 2 

VJ 89.2 98.4 85 

SNmax+EML 100 100 15 

SNmax+VJ 99.6 100 98 

SNmax+VJ+EML 100 100 100 
 
 

TABLE 5 COMPARISON OF PERFORMANCE, DETECTION 

RATE (DR), AND NUMBER OF FALSE POSITIVES (NFP) IN THE SC 

DATASET 
 

Face Detection 
System 

SC 

DR0.25 DR0.35 NFP NFPsk 
SNmin 87.5 89.1 24 24 

SNmax 95.3 98.4 116 97 

EML 93.8 93.8 19 17 

VJ 62.5 75.0 520 343 

SNmax+EML 98.4 98.4 135 115 

SNmax+VJ 96.9 100 636 440 

SNmax+VJ+EML 98.4 100 655 457 
 

Recall that the aim of this work is to design a method 
that improves stand-alone face detection systems by 
combining approaches having different characteristics, for 
instance, by combining a method that finds many true 

positives, but gives an inaccurate localization (SN), with a 
more accurate approach resulting in a higher number of 
missed positives (EML). Notice in Tables 3-5 that by 
considering the bounding boxes found by the three tested face 
detectors a face is always discovered (even if not precisely 
detected, i.e., it is found with DR0.35). The eye classification 
step is then able to refine the face position. 

 

In Tables 6 and 7, we compare the face detection 
performance of FED with other methods in the literature. For 
a better comparison, some of the approaches evaluated above 
are also reported8: 

 

� SN: the face detector SN [12] as described in section 
III with different values for the sensitivity parameter 
ó; 
 

� EML: the face detector EML [5] as described in 
section III. Both results were obtained using the free 
code4 published in [5]; 
 

� FED: our full system described in section III; 
 

Some variant (partial) versions of FED are also 
evaluated: 

 

� FEDSE: a version of FED using SN and EML, but not 
VJ, as the face detectors; 
 

� FEDSE*: as above, but no rotation is performed in the 
image for finding rotated faces (we do this for a fair 
comparison with [20]); 
 

� FEDPOEM: as in FED but only the POEM descriptor is 
used for eye detection; 
 

� FEDSN: a version of FED using SN and the eye 
detection methods (PS+PEC); 
 

� FEDEML: a version of FED using EML and the eye 
detection methods (PS+PEC); 
 

� FEDPS: a version of FED using only PS for eye 
detection; 
 

� FEDSE*POEM: as in FEDSE* but using only the POEM 
descriptor for eye detection (this is the fastest 
ensemble approach tested) ; 

 

We present as well the performance on BioID using 
some other well-known approaches: the first work on BioID 
[15], the work that inspired this paper [7], and some of the 
most recent state-of-the-art approaches [11] [15][16][17][18] 
[24] [33]. 

 

TABLE 6 DETECTION RATE (DR), AVERAGE RELATIVE 

ERROR OF DETECTION (ADER), AND NUMBER OF FALSE 

POSITIVES (NFP) IN FACE RECOGNITION PROBLEM. NFP IS 

OBTAINED WITH DR0.25 
 

Eye Detection 
Approaches 

BioID 

DR0.25 ADER NFP 
SN ó=ómin 96.5% 0.12 193 

ó=ómax 98.4% 0.13 1361 
EML Free code4 95.9% 0.05 220 

Error! 99.3% - - 

                                                
8 If not specified we use th1 in the PS method. 
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Reference 
source not 
found. (2009) 

FED 99.4% 0.08 339 
FEDSE 99.3% 0.08 300 
FEDSE* 99.1% 0.06 12 
FEDPOEM 98.4% 0.08 1095 
FEDSN 98.0% 0.08 265 
FEDEML 95.5% 0.06 87 
FEDPS 87.6% 0.07 753 
FED SE*POEM 98.8% 0.06 43 

 

TABLE 6 CONTINUED 
 

Eye Detection 
Approaches 

FERET 

DR0.25 ADER NFP 
SN ó=ómin 98.4% 0.13 4 

ó=ómax 98.4% 0.13 13 
EML Free code4 99.2% 0.04 2 

Error! 
Reference 
source not 
found. 
(2009) 

- - - 

FED 100% 0.05 2 
FEDSE 100% 0.05 0 
FEDSE* 100% 0.05 0 
FEDPOEM 100% 0.05 28 
FEDSN 100% 0.05 0 
FEDEML 98.4% 0.05 0 
FEDPS 97.6% 0.06 3 
FED SE*POEM 100% 0.05 1 

 

Eye Detection 
Approaches 

SC 

DR0.25 ADER NFP 
SN ó=ómin 87.5% 0.15 24 

ó=ómax 95.3% 0.15 116 
EML Free code4 93.8% 0.05 19 

Error! 
Reference 
source not 
found. 
(2009) 

- - - 

FED 98.5% 0.08 29 
FEDSE 98.5% 0.08 26 
FEDSE* 97.0% 0.07 9 
FEDPOEM 98.5% 0.08 48 
FEDSN 95.3% 0.09 22 
FEDEML 87.5% 0.07 10 
FEDPS 84.5% 0.07 459 
FED SE*POEM 93.7% 0.08 19 

 

TABLE 7 COMPARISON OF WITH STATE-OF-THE-ART 
 

Eye Detection 
Approaches 

BioID 

DR0.25 ADER NFP 
FED 99.4% 0.08 339 

FEDSE 99.3% 0.08 300 

Error! Reference 
source not found. 

99.3%  0.06 26 

(2012) 
SN ó=ómin 96.5% 0.12 193 

ó=ómax 98.4% 0.13 1361 
EML Free code4 95.9% 0.05 220 

Error! 
Reference 
source not 
found. 
(2009) 

99.3% - - 

Error! Reference 
source not found. 
(2001) 

91.8% - - 

Error! Reference 
source not found. 
(2003) 

94.5% - - 

Error! Reference 
source not found. 
(2005) 

98.1% - - 

Error! Reference 
source not found. 
(2006) 

98.5% - - 

Error! Reference 
source not found. 
(2007) 

98.8% - - 

Error! Reference 
source not found. 
(2009) 

96.0%9 0.0365 171  

Error! Reference 
source not found. 
(2011) 

99.1%10 - - 

Error! Reference 
source not found. 
(2011) 

99.1%11 - - 

 
Eye Detection 
Approaches 

FERET 

DR0.25 ADER NFP 
FED 100% 0.05 2 

FEDSE 100% 0.05 0 

Error! Reference 
source not found. 
(2012) 

100% 0.07 2 

SN ó=ómin 98.4% 0.13 4 
ó=ómax 98.4% 0.13 13 

EML Free code4 99.2% 0.04 2 
Error! 
Reference 
source 
not 
found. 
(2009) 

- - - 

Error! Reference 
source not found. 

- - - 

                                                
9 The best accuracy claimed in the paper (99.9%) is obtained on a subset of 
the BioID Database, considering only the 1457 images found by the OpenCV 
face detector.  
10 This accuracy has been obtained for DR0.1 using a semi-automated face 
localization module (personal communication).  
11 Obtained with a different testing protocol: two-fold cross validation on 

BioID. 
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(2001) 
Error! Reference 
source not found. 
(2003) 

- - - 

Error! Reference 
source not found. 
(2005) 

- - - 

Error! Reference 
source not found. 
(2006) 

- - - 

Error! Reference 
source not found. 
(2007) 

- - - 

Error! Reference 
source not found. 
(2009) 

- - - 

Error! Reference 
source not found. 
(2011) 

- - - 

Error! Reference 
source not found. 
(2011) 

- - - 

 
Eye Detection 
Approaches 

SC 

DR0.25 ADER NFP 
FED 98.5% 0.08 29 

FEDSE 98.5% 0.08 26 

Error! Reference 
source not found. 
(2012) 

97.0% 0.09 28 

SN ó=ómin 87.5% 0.15 24 
ó=ómax 95.3% 0.15 116 

EML Free code4 93.8% 0.05 19 
Error! 
Reference 
source 
not 
found. 
(2009) 

- - - 

Error! Reference 
source not found. 
(2001) 

- - - 

Error! Reference 
source not found. 
(2003) 

- - - 

Error! Reference 
source not found. 
(2005) 

- - - 

Error! Reference 
source not found. 
(2006) 

- - - 

Error! Reference 
source not found. 
(2007) 

- - - 

Error! Reference 
source not found. 
(2009) 

- - - 

Error! Reference 
source not found. 
(2011) 

- - - 

Error! Reference 
source not found. 
(2011) 

- - - 

 

Our proposed method FED is one of the few methods in 
the literature that obtains DR0.25 (a correctly matched pair) 
higher than 99% on the BioID dataset, and FED used a fully 
automated face detector system and the standard testing 
protocol.  

 

It is possible to improve the DR0.25 by using a lower 
threshold ô in PEC for classifying a given pair of candidate 
eyes as �eye,� but this increases the number of false 
positives. For instance, if we allow the retention of 433 false 
positives, FED obtains a DR0.25 of 99.6%. Another method 
for improving the detection rate of FED is to change the 
parameter md by merging two candidate pair of eyes when 
their distance is lower than 10 pixels (instead of 30). In this 
way FED obtains a DR0.25 detection rate of 99.8% on the 
BioID, with only three faces missed, 481 false positives, and 
a high number of different true positives for the same face. 
Although this behavior is not a problem for face 
detection/recognition, it would need to be avoided for eye 
tracking applications. 

 

Among the variant (partial) FED ensembles tested in this 
work (FEDSE through FEDSE*POEM), it is noteworthy that 
FEDSE*POEM provides a good detection rate with a lower 
computation time and a lower number of false positives then 
the complete version of FED was able to obtain. However, 
the main drawback with FEDSE*POEM is that it cannot handle 
rotated faces, as we can infer by examining its performance 
on SC, the dataset containing rotated faces.  

 

FED also obtains an ADER higher than that obtained by 
the stand-alone EML in the BioID (but the EML detection 
rate is lower than that obtained by the fusion approaches). For 
face authentication, a system with a high detection rate might 
be preferable, especially when the matching algorithm makes 
use of additional poses (see [6]). In order to further validate 
the precision of our face detection system, we tested the 
recognition performance of the Eigenface method coupled 
with the additional poses [6] on the faces detected by our 
approach: the equal error rate obtained in the BioID dataset 
was the same (6%) gained when using a �perfect� manual 

detection. 
 

A very valuable finding of this work is supporting 
evidence that it is possible to obtain very coarse face 
detection even on difficult datasets by combining different 
face detectors. Using PS, for instance, it is possible to extract 
different pairs of eyes within each image with at least one 
pair always obtaining DER<0.25.  

 

In our previous work [20], we searched only upright 
frontal faces, so this should be compared with FEDSE*. The 
main drawbacks of [20] were the following: 

 

� In the coarse eye detection step, some pairs of eyes 
were missed; 
 

� The system in [20] assumed that SNómin always 
discovers a true face (step 2 of [20], when the face is 
not detected in step 1); as a result the false positive 
found by SNómin could not be discarded. 
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In contrast, our new method FED always finds pairs of 
true eyes inside a given image (using coarse eye detection), 
and it relies on the performance of the texture-based eye 
detector. As a result, a perfect detection rate without any false 
positives is possible by improving the precise eye detection 
component.  

 

From the perspective of efficiency, the focus of our 
research was not on developing real-time computation but 
rather on localization accuracy. The computation time 
required by the PEC module strictly depends on the number 
of pairs of eyes found by PS. This value is related to the 
�acceptance� threshold th, as explained in section II. In table 
5 the average number of retained pairs of eyes for each image 
(#Eyes/image) and the detection rate of PS are reported as a 
function of th. Using a high value of th (th2), we have greatly 
reduced the candidate eyes returned by PS, and this fact 
improves the performance in terms of computation time.  

 

In Table 8 we report the average number of the pairs of 
eyes (#Eyes/Image) found in a given image, and the DR0.25 
obtained using all pairs found by PS for the following 
methods: 

 

FULL: all three face detectors are used, and the image is 
rotated for finding the rotated faces; 

 

HALF: only SN and EML are used as face detectors, and 
the image is rotated for finding the rotated faces; 

 

HALFnorot: only SN and EML are used as face detectors, 
and the image is not rotated for finding the rotated faces. 

 

In Table 8 a DR0.25 of 99.8% with #Eyes/Image = 100 
means that in 99.8% of the images at least one pair of eyes 
among the 100 found by PS is the true eye pair. 

 

TABLE 8 NUMBER OF EYE PAIRS FOUND BY PS AND THE 

DETECTION RATE (DR) AS A FUNCTION OF THE PS THRESHOLD  

 

It is clear in examining Table 8 that when using only SN 
and EML as the face detectors in the system the computation 
time is greatly reduced; however, in these cases, the DR0.25 
detection rate also drops below 100%.  

 

Finally, in Table 9 we report the results obtained by our 
complete eye detector system as a function of th. The 
computational time has been evaluated on a PC E5-2609 dual 
CPU, 2.4Ghz, with 32 GB Ram, using MATLAB code with 
the parallel toolbox. In Table 9 we report the average time in 
seconds spent for texture descriptor extraction on images in 
the BioID dataset. The variant system based only on the 
POEM descriptor (FEDPOEM) can be performed in a feasible 
amount of time, but its performance is lower than that 
obtained using all three descriptors. 

 
 

V. CONCLUSION 
In this work we studied face detection for frontal faces 

using an ensemble of eye detectors coupled with an ensemble 
of face detectors. Our main goal was to improve the accuracy 
and reliability of the face detection system. Our proposed 
face detection system FED is composed of two steps. In the 
first step, two face detectors are combined that extract 
regions of candidate faces from an image. In the second step, 
only the challenging cases are handled. The PS model [19] is 
used for coarse eye localization, and a novel feature-based 
eye recognition method proposed here is used for precise eye 
localization and filtering out of false positives. In our 
proposed precise eye localization method (PEC) the eye 
descriptors are evaluated by dividing the candidate eye-
region into four subwindows followed by extracting sets of 
features separately from inside each subwindow. 
Experimental results show that PEC, based on multi-
resolution LTP, LPQ, and POEM descriptors, obtains a 
performance similar to commercial eye detection software. 

 

Face detection experiments using FED, the ensemble of 
face/eye detectors, which uses PEC as one module, obtains a 
coarse face detection rate of 100% on the images tested in all 
three datasets used for validation: the well-know BioID, the 
FERET dataset, and a self-collected dataset. The coarse eye 
localization succeeds in extracting several pairs of eyes from 
each image, and among these pairs, DER<0.25 is always 
found, that is in all the three tested datasets and in 100% of 
the tested images. 

 

TABLE 9 DETECTION RATE (DR), AVERAGE RELATIVE 

ERROR OF DETECTION (ADER), AND NUMBER OF FALSE 

POSITIVES (NFP) OF DIFFERENT FED METHODS AS A FUNCTION 

OF TH 
 

Method th BioID 

DR0.25  NFP Average 
Time 

(Seconds) 
FED th1 99.4% 14.5 339 14.5 

 th2 99.2% 7.2 509 7.2 
FEDSE th1 99.3% 5.3 300 5.3 

 th2 98.6% 3.8 10 3.8 
FED SE* th1 99.1% 3.1 12 3.1 

 th2 98.8% 2.9 190 2.9 
FEDPOEM th1 98.4% 1.2 1095 1.2 

 th2 98.0% 0.8 156 0.8 
FEDSE*POEM th1 98.8% 0.6 43 0.6 

 th2 98.0% 0.5 25 0.5 
 
 

Method th FERET 

DR0.25 ADER NFP 
FED th1 100% 0.05 2 

 th2 100% 0.05 0 
FEDSE th1 100% 0.05 0 

 th2 100% 0.05 0 
FED SE* th1 100% 0.05 0 

 th2 100% 0.05 0 
FEDPOEM th1 100% 0.05 28 

 th2 100% 0.05 1 
FEDSE*P

OEM 
th1 100% 0.05 1 

 th2 100% 0.05 1 
 

Met
hod 

 BioID FERET SC 
th  #Eyes/ 

image 
DR0.25 #Eyes/ 

image 
DR0.25 #Eyes/ 

image 
DR0.25 

FUL
L 

th1 133.2 100% 40.0 100% 938.8 100% 
th2 66.7 99.8% 22.5 100% 293.0 100% 

HAL
F 
 

th1 51.2 99.9% 12.6 100% 187.5 98.4% 
th2 35.6 99.4% 11.5 100% 128.7 98.4% 

HAL
F 

norot 

th1 29.2 99.9% 12.6 100% 125.1 96.9% 
th2 24.3 99.2% 11.5 100% 93.7 96.9% 
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Method th SC 
  DR0.25 ADER NFP 

FED th1 98.5% 0.08 29 
 th2 100% 0.09 30 

FEDSE th1 98.5% 0.08 26 
 th2 95.3% 0.07 4 

FED SE* th1 97% 0.07 9 
 th2 98.5% 0.09 14 

FEDPOEM th1 98.5% 0.08 48 
 th2 98.5% 0.08 38 

FEDSE*POE

M 
th1 93.7% 0.08 19 

 th2 93.7% 0.08 10 
 

Future plans of investigation include studying and 
developing texture descriptors for precise eye localization 
that are higher performing yet reduce the computation time 
and the number of false positive (without reducing the 
detection rate). As noted in the experimental section, 
improving the precise eye module in FED will result in a 
more powerful face detector. 
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