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Abstract : A challenge in the representation and management of automated information and knowledge, independent of language and 
domain, is to identify the structures and processes that allow their proper storage, processing and recovery. In this paper, different models 
of representation and management of information and knowledge are reviewed, with the purpose of identifying their characteristics, 
advantages and disadvantages in order to help the user choose the best model to fit the problem. 
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I. INTRODUCTION 

  In the last decades, there has been an   accelerated growth in 
the managing of information by electronic means. Among the 
sources with the most quantity of information is the web 
internet. Currently, in order to make a search in the web, the 
web search1 is used. This search   deploys links to the content 
that the user has to click and review to find the information 
required, which is time consuming.  

   In the web there is information in different formats: text, 
images, videos, sounds, among others. In this paper the focus 
is on the kind of representation and textual managing. In the 
representation and managing of the information and textual 
knowledge, models were found based in terms, n-grams, data 
bases, semantic nets, ontology, logics forms, among others. 

Models of representation and managing of information and 
knowledge are useful in different systems. Currently, the 
information systems mainly take advantage of data bases and 
ontology. The expert systems prefer the logic forms. The 
recovery of documents and processing of texts have 
considered as useful the models based on terms, n-grams and 
ontology. 

  The rest of this article is structured in the following way. In 
section 1 introduction. In section 2 shows the models used 
with most frequency in the representation and managing of 
information and knowledge. In each case, characteristics, 
advantages and disadvantages are indicated. In section 3 
conclusion   trends in the usage and ways of representation 
and managing knowledge are discussed. 

II.  REPRESENTATION OF INFORMATION AND 
KNOWLEDGE 

  

                                                
1 www.google.com 
  www.yahoo.com 

 
 For the representation of the knowledge there are different 
models, in which, different techniques of extraction are used. 
Some of the models under study to generate a new alternative 
are described as following.  

 The following sentence will be taken as an example for the 
representation of the different models. 

�Intel launched its micro-processors core of the third 
generation Ivy Bridge�. 

A) MODEL BASED IN TERMS.- It is determined with the  
representation of terms of the text or the corpus 
corresponding directly to  a set of words (Bag of Words), and  
consists in the representation of each word [21]. 

  The statistician processing of the natural language 
(Manning, 1999), represents and characterizes the system of 
recovery basic model. In it, each document is described by a 
set of words named index; its focus is characterized in a 
simple way and is based in what is named bag of words, 
where all the words of a document are treated through 
indexes, assigning also the specific weight to each term in 
function of its importance, and determining the frequency of 
the appearance inside the document. Therefore, it does not 
take the order, structure and meaning of the words. The 
model has the two following stages: 

1.- The processing of the documents consists in preparing the 
documents for its parametrization, the remaining documents 
are eliminated  

2.- Parametrization:  consists in making a quantification of 
the terms of the documents [23]. 

 The example consists in assigning a weight to each of the 
relevant terms associated with a document. The weight of a 
term is normally calculated by its frequency of appearance in 
the document and indicates the importance of the mentioned 
term as a describer of the content of that document. 
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Figure 1. Relevant terms linked to a document. 

B).- N-GRAMAS MODEL. This Consists in the 
identification of the words written together (compound 
words, names, etc.) in a document, with the purpose to be 
seen as a single concept. It estimates the probability that 
when two words appear together with a certain frequency, 
they compound a single term [23]. The N-GRAMS are 
models that provide the probability of transition of the 
following previous words N-1. The model is defined as 
following: 

P (wi wi= N+1;�;wi-2; wi-1) 

  With this model, an accurate prediction of the words can be 
expected, from one depending word up to a unique word 
connectivity that can be represented. On the other hand, the 
number of estimated parameters, for example, the number of 
combinations of transitions of words is Vⁿ in a vocabulary V. 
Vⁿ increases according to the exponential �N�, in other 
words, it is possible to estimate the efficiency of each 
transition probability of difficult words under a big �N�. 

 N-Grams are proposed to solve the problem of a wide 
quantity of parameters in a N-Grams word. In the category of 
N-Grams, the probabilities of transition of the following 
word N-1 is given with the formula: 

 p(Ci Ci=N+1;�; Ci-2; Ci-1)p(wi Ci) 

Where Ci represents the Word category to which the word wi 
belongs. 

  The decomposition of texts in n-grams has many 
applications [2]. The idea is that two words with the same 
root but with a different  suffix, at the moment they are 
decomposed in n-grams, a series of equal n-grams will be 
produced  (related to the root part), plus some others different 
n-grams (related to the suffix part). In the recovery model 
based on n-grams, the words belonging to the same group of 
information should produce a certain similarity. 

For example:  suppose that the result of a de-codification 
assigns similar probabilities to the phrases: 

Phrase:  � Intel launched its micro-processors core of the 
third generation Ivy Bridge�. Representation: combination of 
N consecutive words: 

{Intel launched its], {launched its processors}, {its core 
processors},{core processors of}, {core of third},{of third 
generation},{third generation Ivy Bridge}. 

  The following example is by skip of N-Grams, combination 
of N-words in order of appearance in the phrase 
(trigrams).Representation, using the same phrase mentioned 
before. 

{Intel processor00},{launched core processors}, {its core of 
third},{core generation Ivy},{core Ivy Bridge}. 

C).- MODEL AHL (ANALOG HYPERSPACE TO THE 
LANGUAGE). 

This model allows identifying syntactic patterns inside   any 
sequential structure. This model is ideal for the 
communication of animals, and can have a determined 
language as well. Also, it can explore the usage of the created 
rules [1]. 

  This model captures the concepts using recurring text 
information, and  is combined with the ALS model  (Analysis 
of the latent semantic). (Deewester, Dumains, Furnas, Landa 
uer, Harshman, 1990; Foltz, Laham, 1998), Here  is where a 
word is expressed as a vector of documents that  contains the 
word. In this kind of semantic rooms, the representation 
based on vectors makes the comparison between the words 
easier. AHL is useful for the identification of patterns. 

D).- MODEL BASED IN ONTOLOGY.- The extraction of 
text information is linked directly with ontology. The 
learning of ontology is defined as the acquisition of the terms 
representing a domain based on texts and  has as an objective 
the creating of a hierarchy of concepts. There are different 
modalities of ontology learning, depending of the types of 
inputs used for the learning, texts, dictionary base of 
knowledge, semi-structured data and data bases. [21]. 

  In contrast to the verbal models based on ontology logic, the 
models based on ontology are defined formally and have a 
capacity for formal reasoning. 

  The logic formal models are based on different types of 
descriptive logics [18] that is a family of logic based on a 
formalism of representation of knowledge and the reasoning 
related to the terminology and ontology. It is characterized 
mainly by a set of constructors that allow the construction of 
complex concepts and atomic functions. 

  The logic based on ontological models is carried out in the 
area of the development, through the semantic web [18]. 

Example of representation: Considering the Phrase:  � Intel 

launched its micro-processors core of the third generation Ivy 
Bridge�, the chart of the figure 2 is gotten. 

Figure 2 describes an ontological model, regarding the 
concepts and relations. The names of the instances are also 
observed. 

 

Processors  2 miniaturization 1 
multiprocessors 1 circuit  1 
Intel  1 tecnology  1 
launched  1 transistors  1 
core  3 new  1 
third  2 wait  1 
generation  3 to offer  1 
Ivy Bridge  3 greater  3 

       Sandy bridge         1        performance         1 
finally  1 cycle  1 
release  1 watch  1 
its  1 speed  1 
familly  2 efficiency  1 

name  1 it counts  1 

code  1 design  1 

chips  1 core  3 

characterizes  1 improved  1 

firsts  1 respect  1 

made  1 packages  1 

under  1 four  1 

process  1 cores  1 

manufacturing 1 X86-64  1 

nanómeters  1 instructionsn 1 

help  1 Aux  1 
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Figure 2.- Ontologic model of micro-processors. 

E).- LSA MODEL.- The analysis model of the latent 
semantic (LSA) [9], was described by Deerwester, Dumais, 
Furnas, Landauer and Harshman in 1990, as a method of 
recovery of  information. Later Landauer y Dumais in 1996 
and 1997, proposed an acquisition model and knowledge 
representation. For its usage a text of big dimensions is 
processed and is represented by a matrix with rows 
containing all the different terms to the data base (words) and 
the columns represent a contextual window where those 
terms appear (paragraphs).The matrix contains the number of 
times that each term appears in a document. In this matrix the 
words excessively frequent are not relevant and more 
importance is given to the words moderately frequent [9], 
with the idea that the words moderately frequent are useful to 
modify the information of the paragraph, but not the ones of 
the most frequency. 

   This model uses the decomposed algorithm of the singular 
value (SVD), a variant of the factorial analysis. This 
algorithm is applied with the idea of reducing the number of 
dimensions of the original matrix to a manageable number, 
without losing the essential information of the original matrix 
[3]. 

  In the reduction of dimensions. It is not only to improve the 
managing of a matrix as big as the original, but also to create 
a vector semantic room, in which terms of documents are 
represented by vectors containing only the substantial 
information for the   concept formation. 

   For example: Table 2 shows an exercise with the model 
LSA, the results were compared. 

According to the phrase to look for is: finally Intel will 
release its family of processors core of third generation with 
the code name �Ivy Bridge�. 

 

 

 

 

 

 
 

Tabla 2 aplication of the model LSA. 

F).-MODEL OF DEPENDENCIES AMONG WORDS.-   

   The linguistic structure can be determined in terms of 
dependencies among words, for this purpose the grammar of 
dependencies is used; in a grammar of dependencies it is said 
that a word is the core of a phrase and the remaining of the 
words can be dependent of the core or depend to another 
word of the phrase and this, depend of the core [34]. These 
dependences are: �a noun of the subject depends of the main 

verb of the predicate�, �an adjective depends of t noun that 

affects�, these rules that set the dependencies are the rules of 
production of the grammar. The dependencies of a phrase can 
be represented by an tree structure. The model of 
dependencies has as a goal to get a tree of a phrase, according 
to grammar of dependencies, that it is known as three of 
dependencies. 

   Table 3, shows an example of representation according to 
the model based on relationship of dependencies among 
words. 
 

Modificator Core Relation of 
dependencies. 

Intel [N] Lanzo [N] Proce-core 

Proccesor [N] Lanzo [N] Ivi Bridge 

Generation [N] Lanzo [N] Proccesor 
 

Table 3. Relations of dependencies between words 

G).- MODEL OF FUSION OF SYNTACTIC 
DEPENDENCIES.- [27]  This model has as an objective to 
show the complete  syntactic structure  of an statement of an 
given input. The syntactic structure is represented by two 
paradigms: the grammar of dependency or a structure of 
grammatical phrase. While the syntactic dependency is 
represented differently in both paradigms, however, both 
have as objective to find out big quantities of syntactic units 
of words, for example: Phrases with explicit relations in its 
dependency. 

 Example: representation of the sentence �Intel launched its 

processors core of the third generation Ivy Bridge� 

 

Figure 3.- Example of butterfly tree of net. 

    Figure 3 represents a model of fusion of syntactic 
dependencies that consists of analyzing the collection of texts 
in a file and extracting the syntactic dependencies between 
the verbs and subjects. 

Words Documents 
d1 d2 

intel 1 0 
Finally 1 0 
Release 1 0 
Family 1 0 

Processors 1 0 
Core 1 0 
Third 1 0 

Generation 1 0 

 

Word Documents 
d1 d2 

Pc 0 1 
Recent 0 1 
Estudy 0 1 
New 0 1 
Device 0 1 
Increase 0 1 
Customer 0 1 
tablets 0 1 
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    For example: A museum shelters an impressive collection 
of medieval and modern art. The building combines the 
geometric abstraction with classic references that allude to 
the Roman influence in the region. 

This is: 

 Houses_subj (museum) 

 Houses_sobj (collection) 

 Combines_subj (building) 

 Combines_obj (abstraction) 

  By the way of lemmatization �references� it is assigned to 

its basic form of �reference� and �combines� and �house� to 

�combine� and �house� respectively, what it results in:  

house_subj (museum) 

 house_sobj (colection) 

 combine_subj (building) 

 combines_obj (abstraction) 

 combine_with (references) 

 allude_to (influence). 

H).- MODEL OF SYNTACTIC REPRESENTATION.-  

   The grouped words in syntactic, have a determined function 
inside the statement, the words that compound it should keep 
between a  determined relationship, due to the fact that by 
themselves they do not set something. In other words, the 
words that are linked between them, form statements that 
allow us to have communication. The relationship set in the 
group of words (syntactic) between them, are called syntactic 
functions, therefore all the functions of the statement are 
syntactic functions [32]. From this  we define: 

  Sentence functions.- They are the basic functions (main) of 
the sentence subject and predicate. Syntactic functions.- They 
are internal and are located inside the syntactic. They work as 
complement to the nucleus of that syntactic. They are located 
out of the syntactic in the predicate. Therefore they are 
external. These functions complement the predicate 
establishing the relationship between all the syntactic of the 
sentence.   

I).- MODEL BASED IN THE LOGIC.-  The logic form of 
a sentence or expression is a formal representation of its logic 
structure [29], this is, the structure that it is relevant to 
specify a logic paper and its properties. There are a number 
of reasons (inter-relational) for the concession of a 
representation of the login form of a sentence, to show those 
aspects of the meaning of a sentence that they be derived 
from the logic function of certain terms and not from the 
lexicon meaning of the words.  

   The specification of the sentences of the logic forms of a 
language, must be done between the grammatical form and 
its logic form. The grammatical form of a phrase, specifies 
the syntax of the logic of predicates of first order [33] with a 
linguistic theory. �the formal logic� has been identified with 

a  different point of view to the one it has the natural 
language, this is, the derivation of the logic forms is 
continued with the derivation of other syntactic 
representations of a phrase. 

  This idea was developed initially by Chomsky and Mayo, 
with the beginners of the generative semantic. 

The levels of the syntactic representation include the deep 
structure, the structure of surface and the logic form (LF), 
where LF is a group of the syntactic structure that make the 
�logic form� of the tongue, derivated of the structure of the 

surface delmismotipode , rules of the transformation that 
comes from the deep structure.  

   The diffuse logic was created by [34], with the purpose to 
process and manipulate the information and those data 
affected by the un-accuracy. It is necessary to  point that the 
diffuse logic go back to Aristoteles who created the law of 
the thought, and this is the base to develop the theory of the 
logic and later the mathematics. 

  The law of thought state that the preposition can be true or 
false and it not allowed another intermediate value. The 
Word diffuse is a term that it is understood as something 
wrong defined. Zadeh, introduces the logic infinite 
especifyng the diffuse set and the diffuse logic. He declares 
that the range of values of belonging of a element to a set can 
vary in the interval [0, 1], instead of false or true. The diffuse 
logic treats the uncertainty of the no-probabilistic and the no 
accuracy lexical. 

J).- JPROPOSICIONAL LOGIC OR LOGIC OF 
STATEMENTS.- It is an affirmation that it can be false or 
true, it can be any of both but not both at the same time. 

Examples: 

1.- �Intel launched its processors core of third generation Ivy 

Bridge¨ =  p^q 

2.- �The tablets may be helping to the sales the PC of writing  
¨= p^q 

3.- �In spite of what it has been said that the tablets are 

finishing with the era of the PC ¨= p^r  

4.- �o true is that a recent study let´s glimpse that this new 

device would be increasing the satisfaction of the customer 
PC¨= ˅ (p^q^r) 

 

K).- SEMANTIC MODEL BASED IN GRAPHS.- The 
model is a finite resource connected grap[8]. The two types 
of nodes, of concepts and relations, are connected and related 
conceptually, each conceptual relation has one or more arcs, 
each one to them should be linked to a concept; a single 
concept by itself can form a conceptual graph, but each 
conceptual relation should be linked to a concept. 

The concepts are described by words and mathematics 
symbols [31]. A graph can be related with another and a set 
of graphs can make a context. 

  The conceptual graphs count with a series of characteristics 
that enrich semantically and that they are used not only for 
the interchange of information but also for the creation of the 
base of knowledge and ontologies. 

  The scientists B.J.Garnet y E.Tsui [20], have proved 
theoretically that the conceptual graph is better for the 
representation of the knowledge than a traditional method for 
the representation of the knowledge, such as: semantic field, 
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semantic web, formal logic.The conceptual SOWA´S 

expresses the content of a text using the relations between the 
terms, the set of the terms and the set of the relations are 
formalized thru the application of the support, concept, to 
know by means of the definition of ontology that it is a 
description of the concept. 

  Example:  semantic Graph, where the nodes represent the 
words and the arista semantic relations between them. Every 
graph is associated with a matrix of adjacency that represents 
in his income the connections presented in the graph. If the 
graph has n nodes, then the matrix will have dimensions of 
nxn. 

Elements that a graph must contain: 

Name: The unique ID of the node. 
Type: classification of the entity (object, action). 
Text: the original text. 
Syn: POS label. 
Sen: synonyms of the entity according to the source of 
knowledge. 
Sem: disambiguated the meaning of the entity. 
Rel: relationships with other nodes in the graph 

 

Figure 4. - Semantic Graph 

L). � MODEL OF ANALYSIS OF FORMAL 
CONCEPT.-  

  It is a model created in 1982 by Rudolf Wille, which 
involves removing the conceptual structures of a data set, ie a 
"concept" is in two parts consisting of all objects belonging 
to that concept and intent that includes the attributes shared 
by those objects. 

  The method (FCA) is used primarily for data analysis in 
deriving implicit relationships between objects described by a 
set of attributes. The data is structured in units that are 
abstractions formal concepts of human thought allowing 
significantly understandable interpretation [7], therefore, this 
can be seen as a conceptual clustering technique, providing 
intentional descriptions of the abstract concepts or data units 
that it produces. This model was used to develop the system 
TOSCANA, which allows interactively explore databases. 

   Example 1: Let's consider the set of objects {p: processor, t: 
tablet, c: computer, or: ups, i: impress blackberry}, on that 
have been observed the following properties {N: electric 
power, mobile, M: ink, P: chassis}, obtaining the relation 
given by the following table: 

 

 Electric 
power 

Mobil Ink Chassis 

Processor X X  X 

Tablet X X  X 

Computer X   X 

Ups X   X 

Printing X  X x 
 

Table 4.- Relation of a set of objects. 

M). - MODEL OF RECOVERY BASED ON LOCALITY 
East model was proposed by Kretser and Moffat [14], it looks 
for the concrete positions of the text that can result relevant to 
the user [11]. The Recovery of Passages [35] is an 
intermediate approximation that it chases to identify those 
sections of the document - passages - relevant for the 
consultation. In this model, as soon as the original document 
has been divided in passages, these are processed and 
arranged by means of traditional techniques, that is to say, the 
recovery of the this information is based on the indexation of 
the simple terms, with the purpose of increasing the precision 
of the documents that the system returns as a response. 

N).- MODEL OF ROUGH SET.- The model was developed 
in the eighties for Z. Pawlak (Pawlak 1991) as a tool to treat a 
decision process [24]. This theory implies the calculation of 
partitions and divisions or classes, as is needed. It is different 
to the theory of the statistical probability than that in the 
theory fuzzy set.It is possible to say that three general 
categories of imprecision exist in the scientific analysis: 

   The first category happens when an event is random by 
nature and the imprecision associated with this type of events 
can be described by the statistical probability theory. 

 The second is the fact that the objects cannot belong 
exclusively to only one category, but can belong to several 
categories though in different degrees. In this case the 
imprecision takes the diffuse form belonging to a set, and is 
the object of diffuse logic. 

The third category is the rough set theory that is useful 
when the classes in those that have to qualify the objects are 
vague, but nevertheless, they can come closer by means of 
precise sets [36]. These differences show one of the principal 
advantages of the rough set and it is that it does not need any 
additional information about the data, since it can be a 
distribution of probability in statistics or the degree or 
probability of belonging to the diffuse sets theory. 

Rough set is a set of objects that cannot be characterized in 
a precise way in terms of the available information. If the 
information consists of a set of objects described by another 
set, it is said that a rough set is a set of objects that cannot be 
characterized in a precise way in terms of values of a set of 
attributes. 

   The Rough set method assumes the representation of 
knowledge of the objects in the shape of a table of 
information. The rows of the table indicate the objects, 
whereas the columns correspond to the attributes. The entry 
of the table are the values of the attribute, that is to say, the 
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entry in column q and in row x has the value f (x, q) 
Therefore, for every couple (object, attribute) a value named 
describer is known. Every row of the table contains 
describers who represent information corresponding to an 
object. The relationship of non-differentiation would happen 
if two given objects for all the attributes the describers were 
taking the same value. 

  For example: The following table shows the ontology of 
influenza (new computer), C = {processor, core, Ivy Bridge} 
is a set of attributes of condition. D = {third generation of 
computers} is the set of decision attributes. The significant 
attribute of the three sets of condition is different for the 
technician, if a user wishes new generation equipment. 

U Procesador core Ivy 
Bridge 

Equipo de 
tercerageneración 

1 Yes Yes Integrado Yes 

2 Yes No integrado Yes 

3 Yes No No No 

4 Yes Yes No No 
 

In table 5 is F = {{1, 2, 3, 6, 8}, {4, 5, 7}}. The sample 
division of a U set of condition attributes.  

III.  CONCLUSIONS 

  There is a great quantity of texts that appear in the 
documents described in natural language and therefore they 
are conditioned to the imprecisions and the ambiguities of the 
natural language: polysemy, homonymies, synonymy, 
amphibologies, metaphors, anaphors, etc. These prevent the 
identification of a significant and the meaning of a word and 
an important concrete and precise significant. Therefore, to 
identify the content of a document continues to be a complex 
task, in manual or in automated form, since the indexation 
depends not only on knowledge and control of languages and 
documentary technologies, but the degree of knowledge that 
is has on the topic which the document contains. 

  Therefore there are different models that allow identifying 
the content of a document. The development of the current 
article described the different models existing for text 
extraction. This will allow us to define which of these models 
is the most convenient to the needs of the user. 
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