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Abstract �   Present study in the paper is concerned with the development of new genetic operators to optimize the performance of the 
system. To improve the production facilities, a set of jobs are executed on the set of machines. For better performance there are large 
numbers of constraints.  Process scheduling theory has been developed to meet all side constraints. Process Schedule is done in such a 
way that the resulting solution minimizes the given objective function. Many variants of the basic scheduling problem can be 
formulated by differentiating between machine environments, side constraints and objective functions. Genetic algorithm have been 
applied to OSPSP. The study shows that proposed operators shows better results 
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1. INTRODUCTION 

    Process scheduling in an operating system can be stated 
as, �Selection of Process for Execution and allocation of 
the CPU to the selected process�. Scheduling is 
considered as the fundamental function of OS. Efficient 
scheduling always increases the performance of the 
operating system. Scheduling is important because it 
influences user service and efficiency of processor. 
Therefore, the throughput and efficiency of the OS 
increases by use of efficient process scheduling. 

2. SCHEDULING PROBLEMS 

        In OS the problem is to allocate available resources to 
the given process within desirable time period to perform a 
set of works. Realistic scheduling problem is very difficult to 
solve in OS. This is because it has many constraints. Some of 
the constraints cannot be defined mathematically.                                  

           In general scheduling problems can be production and 
computational fields. These are most important fields as 
related to scheduling. Different tasks individually compete 
for resources like manpower, money, processors (machines), 
energy and tools. These resources very differently in nature.  
Moreover, a organize set of tasks, reflecting relations among 
them can be defined in several ways. In addition, various 
criteria which measure the quality of the performance of a set 
of tasks can be taken into account.        

[1]  They  characterized  scheduling problems by three sets:  

(i) set  J = {J1 , J2 , J3�. ,Jn } of  n jobs,  

(ii) set P = {P1, P2,�.,Pm } of m  processors 
{machines) and  

(iii) set R = {R1, R2� Rs} of s types of additional 
resources R , 

 

 
 

Process Scheduling means to assign Processors (P) and 
Resources(R) to Tasks (T) in order to complete all tasks under 
the imposed constraints. 

3. TYPES OF OPERATING SYSTEM SCHEDULERS 

     Operating systems generally have three types of distinct 
scheduler, �Long Term Scheduler�, �Medium Term 
Scheduler� and �Short Term Scheduler�. These are based 
on the relative frequency with which these functions are 
performed. In OS the Scheduler module is responsible for 
selecting the next jobs to be admitted into the system and the 
next process to run. 

3.1 Long Term Scheduler: 

[2] The long term or admission scheduler decides which jobs 
or processes are to be admitted to the ready queue in the 
Main Memory  It means that, when an attempt is made to 
execute a program, its admission to the set of currently 
executing processes is either authorized or delayed by the 
long term scheduler. Thus, this scheduler dictates what 
processes are to run on a system, In current operating systems, 
this is used to make sure that real time system CPU have 
more time to finish the particular task. So there is 
requirement for efficient real time scheduling for the modern 
system with GUI interface. Basically the queue is resided in 
the hard disk or in the virtual memory. Long term scheduling 
is also important in large scale systems like batch processing 
systems, computer clusters, and supercomputers and renders 
farms. In these regard dedicated job scheduler is required for 
this function 

3.2 Medium Term Scheduler: 

[2], The medium term scheduler removes processes from 
main memory. It places them on secondary memory like disk 
drive or other source of secondary memory or vice versa. In 
this process swapping of processes is takes place. The 

id28418780 pdfMachine by Broadgun Software  - a great PDF writer!  - a great PDF creator! - http://www.pdfmachine.com  http://www.broadgun.com 

https://www.mnkpublication.com/journal/ijlrst/index.php


International Journal of Latest Research in Science and Technology 
 

ISSN 2278-5299                                                                                                                                                                                56 
 

medium term scheduler decides to swap out a process which 
has not been active for some time, or a process which has a 
low priority or a process which is taking up a huge amount of 
conventional  memory in order to free up main memory, so 
that it can used for other processes. 

3.3 Short Term Scheduler: 

[2],CPU scheduler is the short term scheduler, It decides 
which of the ready processes are to be executed next 
following a clock interrupt, an I/O interrupt, an operating 
system call or another form of signal. The short term 
scheduler takes scheduling decision very quickly as 
compared to the long term scheduler. This scheduler can be 
preemptive. It implies that it is capable to remove processes 
forcibly from a CPU when it decides to allocate that CPU to 
another process, or non preemptive i.e when  scheduler are 
not able to take off the control of  CPU from the currently 
executed process. 

3.4    IMPORTANCE OF SCHEDULING 

       Scheduling is a decision making practice. It is used in 
different types of operating system. Its aim is to optimize one 
or more objectives with the allocation of resources to tasks 
over given time periods. The resources and tasks in an 
organization can take a lot of different forms. The resources 
may be machines in a workshop, crews at a construction site, 
processing units in a computing environment, and runways at 
an airport and so on. The tasks may be operations in a 
production process, take offs and landings at an airport, 
executions of computer programs, stages in a construction 
project. Each task can have a definite priority level, an 
earliest likely starting time and a due date. The objectives can 
also take many different forms and one objective may be the 
minimization of the completion time of the last job and 
another may be the minimization of the number of jobs 
completed after their respective due dates. Scheduling plays 
an important role in most manufacturing and service systems 
as well as in most information processing environments. 

Scheduling derives its importance from the two different 
considerations: 

(i)  Ineffective scheduling results in deprived utilization of 
available resources. A  noticeable  

      symptom is the idleness of facilities, human resources 
and    apparatus waiting for orders to be  

       processed. As a result of this cost of production increases. 

(ii) Poor scheduling in the OS will always result in the 
increases of Average waiting time,  

       Turnaround Time and poor service response time. With 
ineffective scheduling the  

     Performance of the   OS always reduced. 

4. GENETIC ALGORITHM 

     Genetic Algorithms (GAs) are adaptive methods which 
may be used to solve search and optimization problems. They 
are based on the genetic processes of biological organisms. 
Over many generations, natural populations evolve according 
to the principles of natural selection and survival of the  
Fittest", First clearly stated by Charles Darwin in The Origin 
of Species. By mimicking this process, genetic algorithms are 

able to evolve" solutions to real world problems, if they have 
been suitably encoded. For example, GAs can be used to 
design bridge structures, for maximum strength/weight ratio, 
or to determine the least wasteful layout for cutting shapes 
from cloth. They can also be used for online process control, 
such as in a chemical plant, or load balancing on a multi-
processor computer system. The basic principles of GAs 
were first laid down rigorously by Holland [3], and are well 
described in many texts (e.g. [4], [5],[6]). GAs simulates 
those processes in natural populations which are essential to 
evolution. Exactly which biological processes are essential 
for evolution, and which processes have little or no role to 
play is still a matter for research. 

      Due to the adaptability of the GA it can be used to solve 
complex problem. Scheduling problem is considered as the 
NP- Hard problem. GA is suitable to apply on scheduling 
problem for find out optimal solution. 

5. METHODOLOGY FOR OSPSP 

         In the present work GA have been proposed as a Long 
Term Scheduler (LTS).GA is a robust search technique.  It 
has the capability to cope with problem on which it is applied. 
So GA can enhance the performance of the OS.  Survey of 
literature shows that GA has been applied to scheduling 
problem of different domains. They have applied GA to the 
scheduling problem with prevailing data mining of parameter 
setting. The present data mining is used to the optimal 
parameter setting of GA under the given scheduling problem. 
Thus, it is proposed to use parameter setting of GA under the 
permutation encoding. The best parameter setting under 
OSPSP with permutation encoding has given better results.  

During the research work, it was found that permutation 
encoding to represent the candidate solution gives optimal 
parameter setting for OSPSP. Thus, there was a need to 
analyze the parameter setting of GA based on permutation 
encoding under the scheduling problems. To develop new 
algorithm, it became essential to analyze the parameter 
setting for permutation encoding. 

       From the survey of literature, it was observed that 
permutation encoded genetic operators are very limited. 
There is a need to design new genetic operator. The new 
genetic operator should be based on permutation encoding.  
Research was carried out to find new genetic operators. The 
purposed genetic operators have enhanced the performance of 
the process scheduling. The proposed BQPSGA  is shown in 
fig.1. 

 

Fig.1.Proposed BQPSGA for OSPSP 
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5.1 Selection Operator 

      The performance of the GA is greatly depends upon the 
Selection operator. Selection operator chooses the fittest 
individual solution   for reproduction.   In the present work, 
�Modified Random Selection (MRS)� operator is proposed. 

5.2 Crossover Operator 

    Rajiv et.al. [7] has been proposed ten new crossover 
operators. These operators are based on permutation 
encoding. The list of the proposed crossover operators are: 

1. Modified Maximal Preservative Right Side Placement 
Crossover (MMPX) Operator 

2. Sorted Partially Matched With Same Position 
Crossover(SPMX-1) Operator 

3. Sorted Partially Matched Right Side Placement 
Crossover (SPMX-2) Operator 

4. Random Order with Random Sequence Placement 
Crossover (RORPX) Operator 

5. Random Select with Left shift Placement Crossover 
(RLSX) Operator 

6. Random Select with Right Shift Placement Crossover 
(RRSX) Operator 

7.  Sub Schedule Match Crossover (SSMX-1) Operator 

8. Sub Schedule Match Crossover with Reverse 
Placement (SSMX-2) Operator 

9. Sub Schedule Match Inverted Crossover (SSMIX-1) 
Operator 

10. Sub Schedule Match Inverted Crossover (SSMIX-2) 
Operator 

5.3 Mutation Operator 

    Rajiv et.al.[7] has proposed �Selective Swap Mutation 
(SSM)�.  The main assumption used here is that sometime 
due to after much generation, the best genes in the 
chromosome reach at the extreme position in the 
chromosome. The extreme positions are the first and last. 
When the extreme positions of genes are exchanged, then 
there is tendency to backtrack or to find out the optimal 
solution. 

6  Experimental Setup 

   To solve the  scheduling problem various new operators 
have been developed by the author. GAPS simulator have 
been developed [7].GAPSS provide the environment in 
which different types of operators have been studied. This 
simulator is  designed in C Language. 

7.Simulation Result  and conclusion 

   The simulation results show that the proposed genetic 
operators to solve the OSPSP are efficient. The results are 
shown in Table No.1.,Table No.2 and Fig. 2,3,4,5 They 
shows better result  as compared to the existing operators. 
BQPSGA is  a  new algorithm which can be used as long 
term scheduler in the operating system.GA cannot be used as 
short term scheduler because it takes lot of time to produce 
the result. In case of batch system GA will be applicable.  
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Fig. 2 Comparison of Proposed Crossover Operators with 
the Available crossover operators w.r.t  Total average 

waiting time for All Data set 

 

Fig.3 Comparison of Proposed Crossover Operators with 
the Available crossover operators w.r.t  Mean of Total 

average waiting time for All Data set 

 

  Fig.4 Comparison of Proposed Crossover Operators 
with the Available crossover operators with average 

waiting time as fitness function w.r.t Standard deviation  
for All Data sets 



International Journal of Latest Research in Science and Technology 
 

ISSN 2278-5299                                                                                                                                                                                58 
 

 
 
 

 

 

 

 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

T
ab

le
  1

   
C

om
pa

ri
so

n 
of

 P
ro

po
se

d 
C

ro
ss

ov
er

 O
pe

ra
to

rs
 w

it
h 

A
va

ila
bl

e 
cr

os
so

ve
r 

O
pe

ra
to

rs
 w

it
h 

av
er

ag
e 

w
ai

ti
ng

 T
im

e 
as

 a
 f

it
ne

ss
 f

un
ct

io
n 

P
ro

p
o

se
d

 C
ro

ss
o

ve
r 

O
p

er
at

o
rs

 

S
S

M
IX

-
2 

28
2.

33
3

28
6.

4 25
9.

73
3

34
7.

93
3

30
6.

26
6

7 34
5.

86
6

7 32
5.

73
3

3 32
7.

46
6

36
9.

73
3

37
4.

8 32
2

6.
26

7 32
2.

62
6

7 38
.4

61
8

8 

S
S

M
IX

-
1 

27
9.

53
3

28
2 

25
3.

86
6

34
3.

26
6

30
5.

33
3

3 34
2.

4 28
9.

13
3

3 32
3.

46
6

36
8.

86
6

36
7.

86
6

31
5

5.
73

3 31
5.

57
3

3 39
.6

67
1

9 

S
S

M
X

-
2 

28
4.

33
3

29
0.

4 26
0 

34
5.

6 30
3.

26
6

7 34
7.

6 30
2.

53
3

3 32
6.

13
3

36
9.

4 37
5.

8 32
0

5.
06

7 32
0.

50
6

7 38
.4

98
9

6 

S
S

M
X

-
1 

28
1.

2 28
2.

4 25
7.

73
3

34
3.

13
3

29
9.

66
6

7 34
0.

2 30
3.

26
6

7 32
5.

33
3

37
2.

93
3

37
6.

26
6

31
8

2.
13

3 31
8.

21
3

3 39
.9

96
3

6 

R
R

S
X

 

34
9.

13
3

28
6.

53
3

3 25
5.

66
6

35
2.

8 30
1.

2 34
8.

73
3

3 29
8.

06
6

7 32
8.

66
6

36
9.

86
6

37
6 

32
6

6.
66

7 32
6.

66
6

7 39
.5

76
7

2 

R
LS

X
 

28
2.

6 22
9.

86
6

7 28
7.

73
3

32
5.

53
3

31
8.

2 38
 

8.
8 

26
0.

46
6

7 32
5.

46
6

36
7.

86
6

37
8.

8 31
6

5.
33

3 31
6.

53
3

3 52
.2

10
8

9 

R
O

R
P

X
 

27
8.

8 28
4.

06
6

7 25
6.

06
6

34
4.

26
6

29
8.

66
6

7 34
5.

13
3

3 29
0.

4 32
3.

4 36
6.

66
6

36
7.

73
3

31
5

5.
2 

31
5.

52
 

39
.2

92
4

1 

S
P

M
X

-
2 

28
7.

06
6

28
5.

06
6

7 30
0.

66
6

34
9.

93
3

30
2.

06
6

7 37
9.

6 30
7.

2 32
7.

6 39
8.

66
6

38
0.

26
6

33
1

8.
13

4 33
1.

81
3

4 42
.2

88
7

6 

S
P

M
X

-
1 

29
7.

53
3

34
8.

73
3

3 29
1.

4 32
9 

37
5.

33
3

3 36
8.

2 28
1.

26
6

7 28
5.

53
3

29
0.

8 36
9.

8 32
3

7.
6 

32
3.

76
 

38
.7

21
0

2 

M
P

R
S

X
 

28
4.

93
3

28
4.

46
6

7 25
6 

34
5.

06
6

29
8.

13
3

3 34
1.

46
6

7 30
7.

2 32
7.

86
6

37
1 

37
2.

4 31
8

8.
53

3 31
8.

85
3

3 39
.0

36
9

3 

A
va

ila
b

le
 C

ro
ss

o
ve

r 
O

p
er

at
or

s 

A
N

X
-2

 

28
9.

33
3

29
1.

86
6

7 25
8.

4 35
6.

86
6

30
3.

8 38
4.

06
6

7 31
0.

53
3

3 33
8 

39
0.

33
3

38
3.

06
6

33
0

6.
26

7 33
0.

62
6

7 46
.5

01
0

9 

A
N

X
-1

 

28
6.

73
3

29
3.

26
6

7 26
3 

34
8.

73
3

31
6.

73
3

3 38
6.

2 29
5 

33
7.

93
3

41
4 

41
0.

26
6

33
5

1.
86

7 33
5.

18
6

7 53
.6

58
7

9 

M
P

X
 

28
9.

26
6

28
8.

26
6

7 29
0.

46
6

34
5.

06
6

30
6.

86
6

7 38
8 

32
5.

53
3

3 33
1.

66
6

37
5.

6 39
9.

13
3

33
3

9.
86

7 33
3.

98
6

7 41
.9

15
8

9 

P
B

X
 

28
6.

53
3

29
1.

26
6

7 29
4.

53
3

36
4.

86
6

30
3.

26
6

7 34
5 

29
6.

93
3

3 34
9.

93
3

40
2.

66
6

41
2.

6 33
4

7.
6 

33
4.

76
 

47
.3

40
6

6 

O
B

X
 

27
9.

33
3

29
2.

66
6

7 29
9.

33
3

36
8.

86
6

30
8.

4 35
0.

8 32
3.

86
6

7 34
1.

86
6

39
3.

53
3

38
1.

86
6

33
4

0.
53

3 33
4.

05
3

3 39
.5

13
6

1 

O
X

 

28
2.

06
6

29
1.

13
3

3 30
0.

53
3

35
4.

6 31
6.

26
6

7 38
2.

8 32
1.

53
3

3 35
7.

2 39
4.

33
3

37
8 

33
7

8.
46

7 33
7.

84
6

7 40
.6

84
0

3 

L
O

X
 

29
5.

6 28
6.

66
6

7 26
4.

86
6

34
7.

86
6

32
1.

4 38
6.

66
6

7 32
3.

6 33
6.

2 37
9 

40
5.

2 33
4

7.
06

7 33
4.

70
6

7 45
.7

30
7

2 

C
X

 

26
4.

06
6

31
3.

4 34
2.

13
3

31
2.

46
6

36
1.

8 39
4.

4 42
9.

6 29
0.

6 29
3.

73
3

27
2.

53
3

32
7

4.
73

3 32
7.

47
3

3 54
.0

18
8

9 

P
M

X
 

27
9.

93
3

28
2.

13
3

3 25
3.

33
3

34
3.

26
6

30
1.

13
3

3 34
1.

2 29
0.

13
3

3 32
4.

53
3

37
0.

8 36
8.

13
3

31
5

4.
6 

31
5.

46
 

40
.0

47
6

3 

M
X

 

29
3.

73
3

28
9.

93
3

3 26
1.

8 34
7.

33
3

30
1 

34
4.

8 30
0 

34
0.

4 37
7.

2 38
2.

26
6

32
3

8.
46

7 32
3.

84
6

7 40
.1

68
4

1 

D
at

a 
S

et
 N

o
. 

1 2 3 4 5 6 7 8 9 10
 

S
um

 

M
ea

n
 

S
.D

. 

 



International Journal of Latest Research in Science and Technology 
 

ISSN 2278-5299                                                                                                                                                                                59 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

T
ab

le
  2

. C
om

pa
ri

so
n 

of
 P

ro
po

se
d 

C
ro

ss
ov

er
 O

pe
ra

to
rs

 w
it

h 
A

va
ila

bl
e 

cr
os

so
ve

r 
O

pe
ra

to
rs

   
 w

it
h 

M
ea

n 
T

ur
na

ro
un

d 
ti

m
e 

as
 a

 f
it

ne
ss

 f
un

ct
io

n 
  

P
ro

p
o

se
d

 C
ro

ss
o

ve
r 

O
p

er
at

or
s 

S
S

M
IX

-
2 

33
5.

9 

33
7.

8 

33
9.

46
 

41
7.

93
 

36
4.

4 

44
5.

5 

39
1.

4 

40
3.

06
67

 
45

7.
13

33
 

47
0.

33
33

 

39
63

 

39
6.

3 

51
.0

52
65

 

S
S

M
IX

-
1 

33
3.

1 

33
3.

4 

33
3.

6 

41
3.

26
67

 
36

3.
46

67
 

44
2.

06
67

 

35
4.

8 

39
9.

06
67

 
45

6.
26

67
 

46
3.

4 

38
92

.4
67

 
38

9.
24

67
 

52
.3

54
61

 

S
S

M
X

-
2 

33
7.

9 

34
1.

8 

33
9.

73
33

 

41
5.

6 

36
1.

4 

44
7.

26
67

 

36
8.

2 

40
1.

73
33

 

45
6.

8 

47
1.

33
33

 

39
41

.8
 

39
4.

18
 

51
.4

55
75

 

S
S

M
X

-
1 

33
4.

8 

33
3.

8 

33
7.

46
 

41
3.

13
 

35
7.

8 

43
9.

87
 

36
8.

93
 

40
0.

93
 

46
0.

33
 

47
1.

8 

39
18

.6
7 

39
1.

87
 

52
.9

0 

R
R

S
X

 

33
6.

6 

33
7.

93
3 

33
5.

4 

42
2.

8 

35
9.

33
33

 

44
8.

4 

36
3.

73
33

 
40

4.
26

67
 

45
7.

26
67

 
47

1.
53

33
 

39
37

.3
3 

39
3.

73
3 

53
.6

34
5 

R
L

S
X

 

33
6.

9 

27
4.

4 

36
7.

46
67

 
39

2.
13

33
 

37
6.

33
33

 
52

5.
73

33
 

32
2.

66
67

 
40

1.
06

67
 

45
5.

26
67

 
47

4.
33

33
 

39
26

.3
3 

39
2.

63
3 

75
.4

69
4 

R
O

R
P

X
 

33
2.

4 

33
5.

46
67

 

33
5.

8 

41
4.

26
67

 

35
6.

8 

44
4.

8 

35
6.

06
67

 

39
9 

45
4.

06
67

 
46

3.
26

67
 

38
91

.9
3 

38
9.

19
3 

52
.3

04
6 

S
P

M
X

-
2 

34
0.

6 

33
6.

46
67

 

38
0.

4 

41
9.

93
33

 

36
0.

2 

47
9.

26
67

 
37

2.
86

67
 

40
3.

2 

48
6.

06
67

 

47
5.

8 

40
54

.8
67

 
40

5.
48

6 
57

.5
46

3 

S
P

M
X

-
1 

35
5.

6 

44
8.

4 

35
7.

06
67

 

40
4.

6 

46
2.

73
33

 
46

3.
73

33
 

33
4.

86
67

 
33

6.
93

33
 

37
0.

53
33

 
46

5.
33

3 
39

99
.8

67
 

39
9.

98
6 

55
.3

03
5 

M
P

R
S

X
 

33
8.

5 

33
5.

86
 

33
5.

73
33

 
41

5.
06

67
 

35
6.

26
67

 
44

1.
13

33
 

37
2.

86
67

 
40

3.
46

67
 

45
8.

4 

46
7.

93
3 

39
25

.2
67

 
39

2.
52

6 
51

.7
13

1 

A
va

ila
b

le
 C

ro
ss

o
ve

r 
O

p
er

at
o

rs
 

A
N

X
-2

 

34
2.

93
33

 
34

3.
26

67
 

33
8.

13
33

 
42

6.
86

67
 

36
1.

93
33

 
48

3.
73

33
 

37
6.

2 

41
3.

6 

47
7.

73
33

 

47
8.

6 

40
43

 

40
4.

3 

59
.8

81
2 

A
N

X
-1

 

34
0.

33
33

 
34

4.
66

67
 

34
2.

73
33

 
41

8.
73

33
 

37
4.

86
67

 
48

5.
86

67
 

36
0.

66
67

 
41

3.
53

33
 

50
1.

4 

50
5.

8 

40
88

.6
 

40
8.

86
 

67
.2

29
2 

M
P

X
 

34
2.

86
67

 
33

9.
66

67
 

37
0.

2 

41
5.

06
67

 

36
5 

48
7.

66
67

 

39
1.

2 

40
7.

26
67

 

46
3 

49
4.

66
6 

40
76

.6
 

40
7.

66
 

57
.1

58
7 

P
B

X
 

34
0.

13
33

 
34

2.
66

67
 

37
4.

26
67

 
43

4.
86

67
 

36
1.

4 

44
4.

66
67

 

36
2.

6 

42
5.

53
33

 
49

0.
06

67
 

50
8.

13
3 

40
84

.3
33

 
40

8.
43

3 
60

.8
99

2 

O
B

X
 

33
2.

93
33

 
34

4.
06

67
 

37
9.

06
67

 
43

8.
86

67
 

36
6.

53
33

 
45

0.
46

67
 

38
9.

53
33

 
41

7.
46

67
 

48
0.

93
33

 

47
7.

4 

40
77

.2
67

 
40

7.
72

6 
53

.3
34

1 

O
X

 

33
5.

66
67

 
34

2.
53

33
 

38
0.

26
67

 

42
4.

6 

37
4.

4 

48
2.

46
67

 

38
7.

2 

43
2.

8 

48
1.

73
33

 
47

3.
53

3 

41
15

.2
 

41
1.

52
 

55
.6

69
5 

L
O

X
 

34
9.

2 

33
8.

06
67

 

34
4.

6 

41
7.

86
67

 
37

9.
53

33
 

48
6.

33
33

 
38

9.
26

67
 

41
1.

8 

46
6.

4 

50
0.

73
3 

40
83

.8
 

40
8.

38
 

59
.4

28
2 

C
X

 

34
3.

 

37
1.

53
33

 

44
1.

8 

37
8.

13
33

 

43
7.

4 

48
1.

8 

52
5.

13
34

 

34
4.

2 

34
5.

13
33

 
35

2.
26

6 

40
21

.2
 

40
2.

12
 

65
.2

34
6 

P
M

X
 

33
3.

5 

33
3.

53
33

 
33

3.
06

67
 

41
3.

26
67

 
35

9.
26

67
 

44
0.

86
67

 

35
5.

8 

40
0.

13
33

 
45

9.
06

67
 

46
3.

66
6 

38
92

.2
 

38
9.

22
 

52
.8

67
6 

M
X

 

34
7.

3 

34
1.

33
33

 
34

1.
53

33
 

41
7.

33
33

 
35

9.
13

33
 

44
4.

46
67

 
36

5.
66

67
 

41
6 

46
4.

6 

47
7.

8 

39
75

.2
 

39
7.

52
 

52
.8

95
0 

D
at

a 
S

et
 N

o
. 

1 2 3 4 5 6 7 8 9 10
 

S
u

m
 

M
ea

n
 

S
.D

. 

 


