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#### Abstract

In this paper, we propose a method for computing the solution of fully fuzzy linear equation of the type $A X+B=C$ where $A, B$ and C are Epsilon-Delta fuzzy numbers. Solution of this equation is obtained for the cases: $A>0$ and $A<0$. Whenever solution of the equation does not exist, applying flexibility to the spreads, we can obtain the solution of region such equations.
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## I. INTRODUCTION

Fuzzy linear equations have many applications in various fields like operation research, economics, decision theory, statistics, mathematics, engineering sciences, physical sciences, social sciences etc. Fuzzy equations consists fuzzy numbers as coefficients and/or unknown parameters. Since, satisfactory theory for fuzzy arithmetic has not been developed yet, e.g. inverse fuzzy numbers does not exist in fuzzy arithmetic operations like addition and multiplication, the solution of fully fuzzy linear equation becomes computationally difficult [19]. Therefore mathematical equations involving fuzzy parameters $F(X)=B$ can't be solved with usual methods, where F is a linear or polynomial function of fuzzy variable $X$ [21].

Several authors have been proposed the different methods to find the exact or approximate solutions of fuzzy linear equations with some assumptions. Buckley et al. have proposed the model for solving the fuzzy equations based on extension principle [7,8]. The method based on the extension principle is too restrictive and sometimes does not have any solution. Further, classical method, interval arithmetic method and fuzzy Monte Carlo methods presented for solving the equations [9]. But, the obtained solution by Monte Carlo method leads to a large error and it is time consuming. Dug hong et al. contributed the method of interval confidence [13]. Several other resrearchers have given different methods for solution of fuzzy linear equations [1,11,14-17,20,21].

In most of the application the fuzzy numbers in the form of triangular shape are preferred. The arithmetic operations on triangular or trapezoidal fuzzy numbers are computationally easier. Further A. Ban, P. Grzegorzewski etc. have developed methods of triangular or trapezoidal approximation. Hence it is legitimate to assume that coefficients or solution of the equations as triangular fuzzy numbers. We have proposed solution of methods of fuzzy linear equation or fully fuzzy linear equation in which coefficients or solutions are triangular fuzzy numbers. Further while using arithmetic operations particularly for multiplication we have assumed reasonable triangular
approximation satisfying certain criteria [12]. Based on this approximation we have obtained approximate solution of the equations sufficiently close to the exact solution and further these methods are computationally simple.

In this paper, we have obtained the solutions of fully fuzzy linear equations of the type $A X+B=C$ where $A, B, C$ and variable X are triangular fuzzy numbers. With the help of better approximation of multiplication, we have established conditions for the solution of the equation. Whenever, solution of equation does not exist, we have provided the solution region using flexibility of spreads.

## II. PRELIMINARIES

Through out this paper $I$ stands for the interval [0, 1]. A fuzzy subset $A$ of a set $X$ is a function $A: X \rightarrow I$. The set $\{x \in X \mid A(x) \geq \alpha\}$ is called $\alpha$-level cut or $\alpha$-cut of $A$ and is denoted by $A_{\alpha}$. The strict $\alpha$-level cut of $A$ is the set $A_{\alpha+}=\{x \in X \mid A(x)>\alpha\}$. Support of $A$ is the set $A_{0+}=\{x \in X \mid A(x)>0\}$. If $A(x)=1$ for some $\mathrm{x} \in \mathrm{X}$ then $A$ is called normal fuzzy set. If each $\alpha$-cut of $A$ is convex then the fuzzy set $A$ is called convex fuzzy set. Core of fuzzy set A is a set $A_{1}=\{x \in X \mid A(x)=1\}$. We assume $\mathrm{X}=\square$. A fuzzy number $A$ is a fuzzy subset of the set of real numbers $\square$ with membership function $A: \square \rightarrow I$ such that $A$ is normal, convex , upper semi-continuous with bounded support. If left hand curve and right hand curve are straight lines then the fuzzy number $A$ is called trapezoidal fuzzy number. If the core is singleton set then the trapezoidal fuzzy number is called triangular fuzzy number. Many authors have represented triangular fuzzy number A as $\mathrm{A}=(\mathrm{a}, \mathrm{m}, \mathrm{b})$. This representation is interpreted as membership function
$A(x)=\left\{\begin{array}{llr}\frac{x-a}{m-a} & \text { if } & a<x \leq \mathrm{b} \\ \frac{b-x}{b-m} & \text { if } & \mathrm{b}<x \leq c \\ 0 & \text { if } & x>0\end{array}\right.$

The $\varepsilon-\delta$ fuzzy number is a triangular fuzzy number. The membership function of the triangular fuzzy number is of the form.
$r(x)=\left\{\begin{array}{ll}\frac{x-(r-\varepsilon)}{\varepsilon} & \text { when } r-\varepsilon<x \leq r \\ \frac{(r+\delta)-x}{\delta} & \text { when } r<x \leq r+\delta \\ 0 & \text { otherwise }\end{array}\right.$.
We denote the above triangular fuzzy number by $r_{\varepsilon, \delta}$ where $\varepsilon$ and $\delta$ are left and right spreads of the fuzzy number. Note that $(\mathrm{a}, \mathrm{m}, \mathrm{b})=m_{m-a, b-m}$ and $m_{\varepsilon, \delta}=(m-\varepsilon, m, m+\delta)$

Thus the two notations are equivalent. The notation $r_{\varepsilon, \delta}$ is useful in arithmetic operation. If the left and the right spreads of $\epsilon-\delta$ fuzzy number are equal then it is called symmetric fuzzy number denoted by $r_{\varepsilon}$. If $r-\varepsilon>0$ then $r_{\varepsilon, \delta}$ is positive fuzzy number and if $r+\delta<0$ then $r_{\varepsilon, \delta}$ is negative fuzzy number. We define Arithmetic operations on $\epsilon-\delta$ fuzzy numbers as follows
The addition of $\in-\delta$ fuzzy numbers is given by $\left(r_{\varepsilon_{1}, \delta_{1}}+s_{\varepsilon_{2}, \delta_{2}}\right)=(r+s)_{\varepsilon_{1}+\varepsilon_{2}, \delta_{1}+\delta_{2}}$
Negation of $\varepsilon$ - $\delta$ fuzzy numbers $r_{\varepsilon, \delta}$ is $-\left(r_{\varepsilon, \delta}\right)=(-r)_{\delta, \varepsilon}$.
The subtraction of $\in-\delta$ fuzzy numbers is given by $\left(r_{\varepsilon_{1}, \delta_{1}}-s_{\varepsilon_{2}, \delta_{2}}\right)=(r-s)_{\varepsilon_{1}+\delta_{2}, \varepsilon_{2}+\delta_{1}}$. Multiplication or division of triangular fuzzy number is not triangular. Hence we introduce the triangular approximation of multiplication [4] as follows,
If $r_{\varepsilon_{1}, \delta_{1}}>0$ and $s_{\varepsilon, \delta}>0$ then

$$
r_{\varepsilon_{1}, \delta_{1}} \square s_{\varepsilon, \delta}=(r s)_{r \varepsilon+s \varepsilon_{1}-\frac{1}{2} \varepsilon \varepsilon_{1}, r \delta+s \delta_{1}+\frac{1}{2} \delta \delta_{1}}
$$

If $r_{\varepsilon_{1}, \delta_{1}}<0$ and $s_{\varepsilon, \delta}>0$ then
$r_{\varepsilon_{1}, \delta_{1}} \square s_{\varepsilon, \delta}=(r s)_{-r \varepsilon+s \varepsilon_{1}+\frac{1}{2} \delta \varepsilon_{1},-r \varepsilon+s \delta_{1}-\frac{1}{2} \varepsilon \delta_{1}}$
If $r_{\varepsilon_{1}, \delta_{1}}>0$ and $s_{\varepsilon, \delta}<0$ then

$$
r_{\varepsilon_{1}, \delta_{1}} \square s_{\varepsilon, \delta}=(r s)_{r \varepsilon-s \delta_{1}+\frac{1}{2} \varepsilon \delta_{1}, r \delta-s \varepsilon_{1}-\frac{1}{2} \delta \varepsilon_{1}}
$$

If $r_{\varepsilon_{1}, \delta_{1}}<0$ and $s_{\varepsilon, \delta}<0$ then

$$
r_{\varepsilon_{1}, \delta_{1}} \square s_{\varepsilon, \delta}=(r s)_{-r \delta-s \delta_{1}-\frac{1}{2} \delta \delta_{1},-r \varepsilon-s \varepsilon_{1}+\frac{1}{2} \varepsilon \varepsilon_{1}}
$$

We say that two fuzzy numbers $a_{\varepsilon_{1}, \delta_{1}}$ and $b_{\varepsilon_{2}, \delta_{2}}$ are equal if a $=\mathrm{b}, \varepsilon_{1}=\varepsilon_{2}$ and $\delta_{1}=\delta_{2}$. We call $0_{0, \delta}$ as positive zero and $0_{\varepsilon, 0}$ as negative zero.

## III. FULLY FUZZY LINEAR EQUATION AX + $\mathbf{B}=\mathbf{C}$

Let $\mathrm{AX}+\mathrm{B}=\mathrm{C}$ be a fully fuzzy linear equation where A , $\mathrm{X}, \mathrm{B}$ and C are triangular fuzzy numbers. Let $A=a_{\varepsilon_{1}, \delta_{1}}, X=x_{\varepsilon, \delta}, B=b_{\varepsilon_{2}, \delta_{2}}$ and $\mathrm{C}=c_{\varepsilon_{3}, \delta_{3}}$. Then the equation becomes $a_{\varepsilon_{1}, \delta_{1}} x_{\varepsilon, \delta}+b_{\varepsilon_{2}, \delta_{2}}=c_{\varepsilon_{3}, \delta_{3}}$ Following propositions gives the conditions for existence of solution and the solutions of this equation.
Proposition 1:- The fully fuzzy linear equation, $a_{\varepsilon_{1}, \delta_{1}} x_{\varepsilon, \delta}+b_{\varepsilon_{2}, \delta_{2}}=c_{\varepsilon_{3}, \delta_{3}}, a_{\varepsilon_{1}, \delta_{1}}>0$
has solution for $x_{\varepsilon, \delta}$

1. For $\mathrm{c}>\mathrm{b}$ if $\frac{\varepsilon_{1}}{a} \leq \frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b}$ and $\frac{\delta_{1}}{a} \leq \frac{\left(\delta_{3}-\delta_{2}\right)}{c-b}$ then, positive solution is given by $x=\frac{c-b}{a}, \varepsilon=\frac{a\left(\varepsilon_{3}-\varepsilon_{2}\right)-\varepsilon_{1}(c-b)}{a\left(a-\frac{1}{2} \varepsilon_{1}\right)}$ and $\delta=\frac{a\left(\delta_{3}-\delta_{2}\right)-\delta_{1}(c-b)}{a\left(a+\frac{1}{2} \delta_{1}\right)}$
2. For $\mathrm{c}<\mathrm{b}$ if $\frac{\delta_{1}}{a} \leq \frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b}$ and $\frac{\varepsilon_{1}}{a} \leq \frac{\left(\delta_{3}-\delta_{2}\right)}{c-b}$ then, negative solution is given by $x=\frac{c-b}{a}, \varepsilon=\frac{a\left(\varepsilon_{3}-\varepsilon_{2}\right)+\delta_{1}(c-b)}{a\left(a+\frac{1}{2} \delta_{1}\right)}$ and $\delta=\frac{a\left(\delta_{3}-\delta_{2}\right)-\varepsilon_{1}(c-b)}{a\left(a-\frac{1}{2} \varepsilon_{1}\right)}$
3. For $\mathrm{c}=\mathrm{b}$,
(a) if $\varepsilon_{2}=\varepsilon_{3}, \delta_{3} \geq \delta_{2}$ then, positive zero solution is given by $_{\mathcal{E}}=0$ and $\delta=\frac{\left(\delta_{3}-\delta_{2}\right)}{\left(a+\frac{1}{2} \delta_{1}\right)}$.
(b) if $\varepsilon_{2} \leq \varepsilon_{3}, \delta_{3}=\delta_{2}$ then, negative zero solution is given by $\varepsilon=\frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{\left(a-\frac{1}{2} \varepsilon_{1}\right)}$ and $\delta=0$.

Proof: The given fully fuzzy linear equation is $a_{\varepsilon_{1}, \delta_{1}} \cdot x_{\varepsilon, \delta}+b_{\varepsilon_{2}, \delta_{2}}=c_{\varepsilon_{3}, \delta_{3}}$. Since $a_{\varepsilon_{1}, \delta_{1}}>0$, we have $a-\varepsilon_{1} \geq 0$ and hence $\left(a-\frac{1}{2} \varepsilon_{1}\right)>0$. Case 1: c $>\mathrm{b}$ then $\mathrm{x}>0$. We search for $\varepsilon$ for which $x-\varepsilon \geq 0$. Therefore $x_{\varepsilon, \delta}$ becomes positive fuzzy number.

By multiplication and addition of positive epsilon-delta fuzzy numbers we get,

$$
(a x+b)_{a \varepsilon+x \varepsilon_{1}-\frac{1}{2} \varepsilon \varepsilon_{1}+\varepsilon_{2}, a \delta+x \delta_{1}+\frac{1}{2} \delta \delta_{1}+\delta_{2}}=c_{\varepsilon_{3}, \delta_{3}}
$$

By applying equality of epsilon-delta fuzzy numbers we have

$$
\begin{align*}
x & =\frac{c-b}{a}, \varepsilon=\frac{a\left(\varepsilon_{3}-\varepsilon_{2}\right)-\varepsilon_{1}(c-b)}{a\left(a-\frac{1}{2} \varepsilon_{1}\right)} \text { and } \\
\delta & =\frac{a\left(\delta_{3}-\delta_{2}\right)-\delta_{1}(c-b)}{a\left(a+\frac{1}{2} \delta_{1}\right)} \tag{1}
\end{align*}
$$

Since $\varepsilon, \delta$ are non-negative real numbers, we must have $a\left(\varepsilon_{3}-\varepsilon_{2}\right)-\varepsilon_{1}(c-b) \geq 0$ and $a\left(\delta_{3}-\delta_{2}\right)-\delta_{1}(c-b) \geq 0$ $\Rightarrow \frac{\varepsilon_{1}}{a} \leq \frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b}$ and $\frac{\delta_{1}}{a} \leq \frac{\left(\delta_{3}-\delta_{2}\right)}{c-b}$.
Case 2: If $\mathrm{c}<\mathrm{b}$ then $\mathrm{x}<0$. Therefore we search for $\delta$ for which $x+\delta \leq 0$. By multiplication of positive and negative epsilon-delta fuzzy number we get,

$$
(a x+b)_{a \varepsilon-x \delta_{1}+\frac{\varepsilon \delta_{1}}{2}+\varepsilon_{2}, a \delta-x \varepsilon_{1}-\frac{\delta \varepsilon_{1}}{2}+\delta_{2}}=c_{\varepsilon_{3}, \delta_{3}}
$$

By applying equality of two fuzzy numbers we get,
$x=\frac{c-b}{a}$,
$\varepsilon=\frac{a\left(\varepsilon_{3}-\varepsilon_{2}\right)+\delta_{1}(c-b)}{a\left(a+\frac{1}{2} \delta_{1}\right)}$ and $\delta=\frac{a\left(\delta_{3}-\delta_{2}\right)+\varepsilon_{1}(c-b)}{a\left(a-\frac{1}{2} \varepsilon_{1}\right)}$
$a\left(\varepsilon_{3}-\varepsilon_{2}\right)-\delta_{1}(c-b) \geq 0$ and $a\left(\delta_{3}-\delta_{2}\right)-\varepsilon_{1}(c-b) \geq 0$
$\Rightarrow \frac{\delta_{1}}{a} \leq \frac{\left(\varepsilon_{2}-\varepsilon_{3}\right)}{c-b}$ and $\frac{\varepsilon_{1}}{a} \leq \frac{\left(\delta_{2}-\delta_{3}\right)}{c-b}$
Since $\varepsilon, \delta$ are non-negative we must have
Case 3: $\mathrm{b}=\mathrm{c}$ then $\mathrm{x}=0$, in this case we get two sub-cases which is defined as follow
(a) If $\varepsilon_{2}=\varepsilon_{3}$ and $\delta_{3} \geq \delta_{2}$ then from (1) we get positive zero solution $\varepsilon=0, \delta=\frac{\left(\delta_{3}-\delta_{2}\right)}{\left(a+\frac{1}{2} \delta_{1}\right)}$.
(b) If $\varepsilon_{2} \leq \varepsilon_{3}$ and $\delta_{3}=\delta_{2}$ then from (2) we get negative zero solution $\varepsilon=\frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{\left(a+\frac{1}{2} \delta_{1}\right)}, \delta=0$.
Proposition 2. The fully fuzzy linear equation $a_{\varepsilon_{1}, \delta_{1}} x_{\varepsilon, \delta}+b_{\varepsilon_{2}, \delta_{2}}=c_{\varepsilon_{3}, \delta_{3}}, a_{\varepsilon_{1}, \delta_{1}}<0$
has solution for $x_{\varepsilon, \delta}$ if

1. For $\mathrm{c}>\mathrm{b}$ if $\frac{\left(\delta_{2}-\delta_{3}\right)}{c-b} \leq \frac{\varepsilon_{1}}{a}, \frac{\left(\varepsilon_{2}-\varepsilon_{3}\right)}{c-b} \leq \frac{\delta_{1}}{a}$, then negative solution is

$$
x=\frac{c-b}{a}, \varepsilon=\frac{a\left(\varepsilon_{2}-\varepsilon_{3}\right)-\delta_{1}(c-b)}{a\left(a+\frac{1}{2} \delta_{1}\right)} \text { and } \delta=\frac{a\left(\delta_{2}-\delta_{3}\right)-\varepsilon_{1}(c-b)}{a\left(a-\frac{1}{2} \varepsilon_{1}\right)}
$$

2. For $\mathrm{c}<\mathrm{b}$ if $\frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b} \leq \frac{\varepsilon_{1}}{a}, \frac{\left(\delta_{3}-\delta_{2}\right)}{c-b} \leq \frac{\delta_{1}}{a}$, then positive solution is
$x=\frac{c-b}{a}, \varepsilon=\frac{a\left(\delta_{2}-\delta_{3}\right)+\delta_{1}(c-b)}{a\left(a+\frac{1}{2} \delta_{1}\right)}$ and $\delta=\frac{a\left(\varepsilon_{2}-\varepsilon_{3}\right)+\varepsilon_{1}(c-b)}{a\left(a-\frac{1}{2} \varepsilon_{1}\right)}$
3. $\operatorname{For} \mathrm{c}=\mathrm{b}$
(a) If $\varepsilon_{3}=\varepsilon_{2}, \delta_{2} \leq \delta_{3}$ then negative zero solution is

$$
x=0, \varepsilon=\frac{\left(\delta_{2}-\delta_{3}\right)}{\left(a-\frac{1}{2} \varepsilon_{1}\right)} \text { and } \delta=0
$$

(b) If $\varepsilon_{2} \geq \varepsilon_{3}, \delta_{3}=\delta_{2}$, then positive zero solution is
$x=0, \varepsilon=0$ and $\delta=\frac{\left(\varepsilon_{2}-\varepsilon_{3}\right)}{\left(a-\frac{1}{2} \varepsilon_{1}\right)}$.
Proof : The proof is similar to the proof of Proposition 1. Now by using the above proposition we solve the equations.

Also, it is shown that the solution obtained is a classical solution which satisfies the equation.

Example 1. Consider the equation
$2_{1,2} \square x_{\varepsilon, \delta}+5_{2,2}=8_{5,6}$
Here, $\quad a_{\varepsilon_{1}, \delta_{1}}=2_{1,2} \geq 0$ and $\mathrm{c}>\mathrm{b}$ then from case 1 of proposition1 the necessary conditions
$\frac{\varepsilon_{1}}{a}=\frac{1}{2}<\frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b}=1$ and $\frac{\delta_{1}}{a}=1<\frac{\left(\delta_{3}-\delta_{2}\right)}{c-b}=\frac{4}{3}$
hold. Then positive solution is
$x=\frac{3}{2}, \varepsilon=\frac{a\left(\varepsilon_{3}-\varepsilon_{2}\right)-\varepsilon_{1}(c-b)}{a\left(a-\frac{1}{2} \varepsilon_{1}\right)}=1$ and
$\delta=\frac{a\left(\delta_{3}-\delta_{2}\right)-\delta_{1}(c-b)}{a\left(a+\frac{1}{2} \delta_{1}\right)}=\frac{1}{3}$. Thus we get required
solution is $x_{\varepsilon, \delta}=\left(\frac{3}{2}\right)_{1, \frac{1}{3}}$.
Verification. $2_{1,2} \square x_{\varepsilon, \delta}+5_{2,2}=8_{5,6} \Rightarrow 2_{1,2}\left(\frac{3}{2}\right)_{1, \frac{1}{3}}+5_{2,2}$

$$
=\left(2 \llbracket \frac{3}{2}\right)_{2+\frac{3}{2}-\frac{1}{2} \cdot \frac{2}{3}+3+\frac{1}{3}}+5_{2,2}=(3)_{3,4}+5_{2,2}=(8)_{5,6}
$$

Example 2. Consider the fuzzy equation
$4_{3,4} \square x_{\varepsilon, \delta}+7_{2,3}=5_{4,5}$
Here, $a_{\varepsilon_{1}, \delta_{1}}=(4)_{3,4}>0$ and $\mathrm{c}<\mathrm{b}$ then from case 2 of
Proposition 1, necessary conditions
$\frac{\varepsilon_{1}}{a}=\frac{3}{4}<1=\frac{\left(\delta_{2}-\delta_{3}\right)}{c-b}$ and $\frac{\delta_{1}}{a}=1=\frac{\left(\varepsilon_{2}-\varepsilon_{3}\right)}{c-b}$ hold.
Then negative solution is

$$
\begin{aligned}
& x=\frac{-1}{2}, \delta=\frac{a\left(\delta_{3}-\delta_{2}\right)+\varepsilon_{1}(c-b)}{a\left(a-\frac{1}{2} \varepsilon_{1}\right)}=\frac{1}{5} \text { and } \\
& \varepsilon=\frac{a\left(\varepsilon_{3}-\varepsilon_{2}\right)+\delta_{1}(c-b)}{a\left(a+\frac{1}{2} \delta_{1}\right)}=0 .
\end{aligned}
$$

The required solution is $x_{\varepsilon, \delta}=\left(\frac{-1}{2}\right)_{0, \frac{1}{5}}$.
Verification:- $4_{3,4} \square x_{\varepsilon, \delta}+7_{2,3} \Rightarrow 4_{3,4} \square\left(\frac{-1}{2}\right)_{0, \frac{1}{5}}+7_{2,3}$
$=(-2)_{0+2+0, \frac{4}{5}+\frac{3}{2}-\frac{3}{10}}+7_{2,3}=5_{4,5}$
Example 3. Consider the fuzzy equation
$(-3)_{1,1} \square x_{\varepsilon, \delta}+4_{3,2}=7_{5,4}$
In this equation, $a_{\varepsilon_{1}, \delta_{1}}=(-3)_{1,1}<0$ and $\mathrm{c}>\mathrm{b}$. Therefore by case 1 of proposition 2 necessary conditions
$\frac{\varepsilon_{1}}{a}=\frac{-1}{3} \geq \frac{\left(\delta_{2}-\delta_{3}\right)}{c-b}=\frac{-2}{3}$ and $\frac{\delta_{1}}{a}=\frac{-1}{3} \geq \frac{\left(\varepsilon_{2}-\varepsilon_{3}\right)}{c-b}=\frac{-2}{3}$
hold. Then negative solution is given by

$$
x=-1, \varepsilon=\frac{a\left(\delta_{2}-\delta_{3}\right)-\varepsilon_{1}(c-b)}{a\left(a-\frac{1}{2} \varepsilon_{1}\right)}=\frac{2}{7}
$$

and $\delta=\frac{a\left(\varepsilon_{2}-\varepsilon_{3}\right)-\delta_{1}(c-b)}{a\left(a+\frac{1}{2} \delta_{1}\right)}=\frac{2}{5}$,
thus required solution is $x_{\varepsilon, \delta}=(-1)_{\frac{2}{7}, \frac{2}{5}}$.
Verification.
$(-3)_{1,1} \square x_{\varepsilon, \delta}+4_{3,2} \Rightarrow(-3)_{1,1} \square(-1)_{\frac{2}{7}, \frac{2}{5}}+4_{3,2}=3_{2,2}+4_{3,2}=7_{5,4}$
Example 4. Consider the fuzzy equation
$(-4)_{1,1} \square x_{\varepsilon, \delta}+7_{1,3}=3_{3,5}$
Then evidently $a_{\varepsilon_{1}, \delta_{1}}=(-4)_{1,1}<0$ and $\mathrm{c}<\mathrm{b}$. Therefore using case 2 of proposition 2 necessary conditions $\frac{\varepsilon_{1}}{a}=\frac{-1}{4} \geq \frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b}=\frac{-1}{2}$ and $\frac{\delta_{1}}{a}=\frac{-1}{4} \geq \frac{\left(\delta_{3}-\delta_{2}\right)}{c-b}=\frac{-1}{2}$ hold. Hence the positive solution is, $x=\frac{(c-b)}{a}=1, \varepsilon=\frac{a\left(\delta_{2}-\delta_{3}\right)+\delta_{1}(c-b)}{a\left(a+\frac{1}{2} \delta_{1}\right)}=\frac{2}{7}$ and $\delta=\frac{a\left(\varepsilon_{2}-\varepsilon_{3}\right)+\varepsilon_{1}(c-b)}{a\left(a-\frac{1}{2} \varepsilon_{1}\right)}=\frac{2}{9}$.
Thus required solution is $x_{\varepsilon, \delta}=(1)_{\frac{2}{7}, \frac{2}{9}}$.
Verification.
$(-4)_{1,1} \square x_{\varepsilon, \delta}+7_{1,3}=3_{3,5} \Rightarrow(-4)_{1,1}(1)_{\frac{2}{7}, \frac{2}{9}}+7_{1,3}=(3)_{2+1,2+3}=3_{3,5}$

## 4. Solution region

Fuzzy linear equation of the type $F(X)=B$ where $X$ and $B$ are epsilon-delta fuzzy numbers may or may not have solution. But by allowing flexibility to the spreads of the coefficients it is possible to obtain a classical solution of such equations.

Example 5. Consider the fully fuzzy linear equation $2_{1,1} x_{\varepsilon, \delta}+(-2)_{1,1}=4_{1,1}$.
Then clearly $a_{\varepsilon_{1}, \delta_{1}}=2_{1,1} \geq 0$ and $\mathrm{c}>\mathrm{b}$. From case 1 of proposition1 we must have
$\frac{\varepsilon_{1}}{a} \leq \frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b}$ and $\frac{\delta_{1}}{a} \leq \frac{\left(\delta_{3}-\delta_{2}\right)}{c-b}$ but
$\frac{\varepsilon_{1}}{a}=\frac{1}{2} \geq \frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b}=0$ and $\frac{\delta_{1}}{a}=\frac{1}{2} \geq \frac{\delta_{3}-\delta_{2}}{c-b}=0$
Hence the condition does not hold. Therefore solution of the equation does not exists.

In this example solution of the equation does not exists because the conditions in case 1 of proposition1 fails. But by allowing flexibility to the spreads of the coefficients in given equation we can obtain the classical solution. Further the range of the values of the spreads gives a region in which the solution of the equation exists. We discuss the following example where the flexibility is given to the spreads of the coefficients. In some cases the flexibility concepts fails but in most of the cases we get a solution region where the solution of the equation exists.

The solution of the same equation is obtained by allowing flexibility to the spreads of the coefficients.

Case 1: Consider the equation $2_{1,1} x_{\varepsilon, \delta}+(-2)_{1,1}=4_{1,1} \mathrm{We}$ replace the fuzzy number $2_{1,1}$ by $2_{\varepsilon_{1}, \delta_{1}}$ that is flexibility on $\varepsilon_{1}, \delta_{1}$. Then we have $2_{\varepsilon_{1}, \delta_{1}} x_{\varepsilon, \delta}+(-2)_{1,1}=4_{1,1}$. For existence of solution we must have
$\frac{\varepsilon_{1}}{a} \leq \frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b}$ and $\frac{\delta_{1}}{a} \leq \frac{\left(\delta_{3}-\delta_{2}\right)}{c-b} \Rightarrow \varepsilon_{1}=0$ and $\delta_{1}=0$, and also we get $\varepsilon=0$ and $\delta=0$. In this case we get solution $x_{\varepsilon, \delta}=3_{0,0}$.
Case 2: Similarly we can apply flexibility on $\varepsilon_{2}$ and $\delta_{2}$ that is $2_{1,1} x_{\varepsilon, \delta}+(-2)_{\varepsilon_{2}, \delta_{2}}=4_{1,1}$ For solution, we must have
$\frac{\varepsilon_{1}}{a} \leq \frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b}$ and $\frac{\delta_{1}}{a} \leq \frac{\left(\delta_{3}-\delta_{2}\right)}{c-b} \Rightarrow \varepsilon_{2} \leq(-2)$ and $\delta_{2} \leq(-2)$
This is not possible since $\varepsilon_{2}, \delta_{2}$ are nonnegative real numbers. In this example we cannot impose flexibility on spreads $\varepsilon_{2}, \delta_{2}$.
Case 3: We apply flexibility on $\varepsilon_{3}, \delta_{3}$. Consider the equation $2_{1,1} x_{\varepsilon, \delta}+(-2)_{1,1}=4_{\varepsilon_{3}, \delta_{3}}$ For solution we must have
$\frac{\varepsilon_{1}}{a} \leq \frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b}$ and $\frac{\delta_{1}}{a} \leq \frac{\left(\delta_{3}-\delta_{2}\right)}{c-b} \Rightarrow 4 \leq \varepsilon_{3}$ and $4 \leq \delta_{3}$
Then we get
$\varepsilon=\frac{\varepsilon_{3}-\left(x \varepsilon_{1}+\varepsilon_{2}\right)}{\left(a-\frac{1}{2} \varepsilon_{1}\right)}=\frac{2 \varepsilon_{3}-8}{3}$ and $\delta=\frac{\delta_{3}-\left(x \delta_{1}+\delta_{2}\right)}{\left(a+\frac{1}{2} \delta_{1}\right)}=\frac{2 \delta_{3}-8}{5}$
and the minimal solution is $\varepsilon=0, \delta=0$ By translation of equation we get $\varepsilon_{3}=\frac{1}{2}(3 \varepsilon+8)$ and $\delta_{3}=\frac{1}{2}(5 \delta+8)$.

Graph for $\varepsilon_{3}, \delta_{3}$ is given below,


The graph of $\varepsilon_{3}-\delta_{3}$


The above graph indicates the region of the possible values of $\varepsilon, \delta$ for which the given equation has solution. The values of $\varepsilon, \delta$ depends upon the choice of $\varepsilon_{3}, \delta_{3}$ or vice-versa.
Case 4: In this case we can apply the flexibility on $\varepsilon_{1}$ and $\delta_{2}$. Then the equation becomes
$2_{\varepsilon_{1}, 1} x_{\varepsilon, \delta}+(-2)_{1, \delta_{2}}=4_{1,1}$. For solution we must have
$\frac{\varepsilon_{1}}{a} \leq \frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b}$ and $\frac{\delta_{1}}{a} \leq \frac{\left(\delta_{3}-\delta_{2}\right)}{c-b}$ which implies
$\varepsilon=0$ and $\delta_{2} \leq-2$. This case is fail because distance is
never negative.
Case 5: Flexibility on $\varepsilon_{2}$ and $\delta_{1}$ that is
$2_{1, \delta_{1}} x_{\varepsilon, \delta}+(-2)_{\varepsilon_{2}, 1}=4_{1,1}$
Case 6: Flexibility on $\varepsilon_{3}$ and $\delta_{2}$ that is
$2_{1,1} x_{\varepsilon, \delta}+(-2)_{1, \delta_{2}}=4_{\varepsilon_{3}, 1}$
Case 7: Flexibility on $\varepsilon_{2}$ and $\delta_{3}$ that is
$2_{1,1} x_{\varepsilon, \delta}+(-2)_{\varepsilon_{2}, 1}=4_{1, \delta_{3}}$
Above all three cases are fails because $\varepsilon_{2}$ and $\delta_{2}$ are occur in negative which is not possible.
Case 8: Applying flexibility on $\varepsilon_{1}$ and $\delta_{3}$ we have the equation $2_{\varepsilon_{1}, 1} x_{\varepsilon, \delta}+(-2)_{1,1}=4_{1, \delta_{3}}$.
Then $\frac{\varepsilon_{1}}{a} \leq \frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b} \Rightarrow \varepsilon_{1}=0$ and $\frac{\delta_{1}}{a} \leq \frac{\left(\delta_{3}-\delta_{2}\right)}{c-b} \Rightarrow \delta_{3} \geq 4$ holds and hence
$\varepsilon=\frac{\varepsilon_{3}-\left(x \varepsilon_{1}+\varepsilon_{2}\right)}{\left(a-\frac{1}{2} \varepsilon_{1}\right)}=0$ and $\delta=\frac{\delta_{3}-\left(x \delta_{1}+\delta_{2}\right)}{\left(a+\frac{1}{2} \delta_{1}\right)}=\frac{2 \delta_{3}-8}{5}$
The minimal solution is $\varepsilon_{1}=0, \delta_{3}=4$. The graph of $\varepsilon_{1}, \delta_{3}$ is given below.


Case 9: Flexibility on $\varepsilon_{3}$ and $\delta_{1}$ gives
$2_{1, \delta_{1}} x_{\varepsilon, \delta}+(-2)_{1,1}=4_{\varepsilon_{3}, 1}$ For solution we have
$\frac{\varepsilon_{1}}{a} \leq \frac{\left(\varepsilon_{3}-\varepsilon_{2}\right)}{c-b} \Rightarrow \varepsilon_{3} \geq 4$ and $\frac{\delta_{1}}{a} \leq \frac{\left(\delta_{3}-\delta_{2}\right)}{c-b} \Rightarrow \delta_{1}=0$
The conditions holds therefore solution is
$\varepsilon=\frac{\varepsilon_{3}-\left(x \varepsilon_{1}+\varepsilon_{2}\right)}{\left(a-\frac{1}{2} \varepsilon_{1}\right)}=\frac{2 \varepsilon_{3}-8}{3}$ and $\delta=\frac{\delta_{3}-\left(x \delta_{1}+\delta_{2}\right)}{\left(a+\frac{1}{2} \delta_{1}\right)}=0$,
Minimal solution is $\varepsilon=0, \delta=0$ and graph of $\varepsilon_{3}, \delta_{1}$ is


Graph of $\varepsilon_{3}-\delta_{1}$

## IV. CONCLUSION

Condition for solution of the equation $\mathrm{AX}+\mathrm{B}=\mathrm{C}$ are obtained where the coefficients and the variable $X$ are epsilon-delta fuzzy number. Whenever the conditions fails by applying flexibility to the spreads we can obtain solution region where the solution of the equation exists.
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