LARGE EDDY SIMULATION OF TURBULENT DRAG REDUCTION BY V-SHAPED RIBLETS
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Abstract - Turbulent flow over a riblet-covered surface is investigated numerically. The flow field has been simulated using Large Eddy Simulation (LES) technique. Comparison of computed turbulence statistics and mean velocity profile show good agreement with results obtained from Direct Numerical Simulation (DNS). Also, the computed drag on the riblet surfaces is in good agreement with the existing experimental data. It is concluded that Large Eddy Simulation with the proper grid resolution is capable to capture the complex features of the flow like secondary flows over riblets. Moreover, through numerical modeling, the distribution of cross-flow velocity and streamwise vorticity in near-wall fluid field are obtained, which are used to analyze the mechanism of the turbulent drag reduction over riblet surfaces.
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I. INTRODUCTION

There are many engineering applications in aeronautics, marine, ground vehicles, and in pipelines that can be greatly benefited from any significant amount of frictional drag reduction. There exists a number of drag reduction methods including microbubbles injection [1], addition of polymers [2], compliant coating [3], hydrophobic surfaces [4] and riblets [5].

Riblets, or wall grooves manufactured in a surface, are attractive drag-reducing devices because of their low production cost and easiness of maintenance. Initial studies on turbulent drag reduction over riblet surfaces were conducted by Walsh [6-9] at NASA Langley Research center. Walsh investigated several different types of riblet surfaces and found that drag reduction as large as 8% can be obtained provided that $s'$ and $h'$ are less than 25, where $s'$ is the riblet spacing and $h'$ is the riblet height. Further studies showed that blade riblets provide the highest level of drag reduction, scalloped riblets provide the second most, and sawtooth riblets provide the least benefit [5].

After Walsh's experiment, many other experiments have been done. Bechert et al. [10, 11] have investigated more thoroughly different configurations of riblets including rectangular, scalloped and shark-skin-shape riblets. They have shown in a fairly comprehensive experimental investigation how drag reduction on ribbed surfaces can be improved.

Lee & lee [12] have used flow visualization techniques to capture cross-sectional images of the streamwise vortex formations above both flat-plate and semi-circular riblet surfaces in drag decreasing and drag increasing conditions. For the case of drag decreasing ($s'=25.2$), since large scale longitudinal vortices are larger than the riblet spacing $s'=25.2$, most streamwise vortices stay above the riblets and flow above the riblet valley is sufficiently calm. For the case of drag increasing ($s'=40.6$) however, the longitudinal vortices are smaller in size than the riblet spacing, most streamwise vortices stay inside the riblet valley, and the high speed on-rush flows frequently penetrate into the riblet valleys [12].

Numerical simulations of turbulent flow have become an important tool for studying the basic physics of turbulence. For predicting the drag reduction with a riblet surface, most researchers use the Direct Numerical Simulation (DNS) method [13-15]. Choi et al. [15] numerically simulated the instantaneous turbulent structures over V-shaped riblets with $s'=20$ and $s'=40$ using DNS calculation. The drag computed for each riblet configurations were in good agreement with experimental results. Cases with $s'=20$ showed 5-6% drag reduction, while cases with $s'=40$ showed a drag increase [15]. Although simulation by Reynolds-Averaged Navier–Stokes (RANS) models also have been done by k-|$\varepsilon$ model [16] and Reynolds Stress Model (RSM) model [17, 18], these models showed less agreement with experimental data. The difficulty in predicting correctly the drag variation when adopting isotropic models like k-$\varepsilon$, one may choose other models as RSM model to obtain the best results [17].

However, the computational cost for DNS is high as it theoretically requires the mesh size to be smaller than the local Kolmogorov scale. In addition, a high Reynolds number leads to a smaller Kolmogorov scale in the flow. Consequently, the grid amount may be beyond the capacity of computers, so the simulation is restricted to a low Reynolds number flow. These limitations have led to low-cost numerical methods such as Large Eddy Simulation (LES), which receives much attention in recent years [19, 20].

The aim of present work is to perform large eddy simulation over V-shaped riblets for analyzing turbulence statistics compared to those above flat plat. We also demonstrate that the LES method has the capability to model characteristics of turbulent flow over riblet surfaces. Results
are compared with DNS model. It shows that LES is an efficient method for studying flow characteristics over riblets.

II. COMPUTATIONAL WORK

Governing equations The governing equations employed for LES are obtained by filtering the time-dependent Navier-Stokes equations. This filtering process effectively filters out turbulent eddies whose scales are smaller than the filter width, which is usually taken to be the mesh size. The resulting equations thus govern the dynamics of large eddies. For incompressible flows, these filtered equations (denoted by the overbar) can be written as:

Continuity:
\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho \vec{u}_i)}{\partial x_i} = 0
\]  

Momentum:
\[
\frac{\partial (\rho \vec{u}_i)}{\partial t} + \frac{\partial (\rho \vec{u}_i \vec{u}_j)}{\partial x_j} = -\frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \mu \left( \frac{\partial \vec{u}_i}{\partial x_j} + \frac{\partial \vec{u}_j}{\partial x_i} \right) - \frac{2}{3} \mu \frac{\partial \vec{u}_i}{\partial x_i} \right) - \frac{\partial \tau_{ij}}{\partial x_j}.
\]

Where \( \tau_{ij} \) is the stress tensor due to molecular viscosity defined by:
\[
\tau_{ij} = \mu \left( \frac{\partial \vec{u}_i}{\partial x_j} + \frac{\partial \vec{u}_j}{\partial x_i} \right) - \frac{2}{3} \mu \frac{\partial \vec{u}_i}{\partial x_i} \delta_{ij}
\]

And \( \tau_{ij} \) is the subgrid-scale stress (SGS) defined by:
\[
\tau_{ij} = \rho \mu \mu_{ij} - \rho \mu \mu_j
\]

The subgrid-scale stresses resulting from the filtering operation are unknown, and require modeling. The SGS stress tensor \( \tau_{ij} \) is modeled by an eddy-viscosity concept as in the RANS models:
\[
\tau_{ij} = -\frac{1}{3} \rho \mu \mu_{ij} \delta_{ij}
\]

Where \( \mu \) is the subgrid-scale turbulent viscosity. \( \vec{S}_{ij} \) is the rate-of-strain tensor for the resolved scale defined by:
\[
\vec{S}_{ij} = \frac{1}{2} \left( \frac{\partial \vec{u}_i}{\partial x_j} + \frac{\partial \vec{u}_j}{\partial x_i} \right)
\]

To model \( \mu \), Wall-Adapting Local Eddy-Viscosity (WALE) Method [21] was used. In the WALE model, the eddy viscosity is expressed by:
\[
\mu_{ij} = \rho L_s \left( \frac{S_{ij}^a S_{ij}^a}{S_{ij}^w} \right)^{\kappa/2} \left( \frac{S_{ij}^w}{S_{ij}^w} \right)^{\kappa/3} + \left( \frac{S_{ij}^a}{S_{ij}^a} \right)^{\kappa/3}
\]

Where \( L_s \) and \( S_{ij}^w \) in the WALE model are defined, respectively, as
\[
L_s = \text{min}(\kappa d, C_w V^{1/3})
\]
\[
\mu_{ij} = \rho L_s \left( \frac{S_{ij}^a S_{ij}^a}{S_{ij}^w} \right)^{\kappa/2} \left( \frac{S_{ij}^w}{S_{ij}^w} \right)^{\kappa/3} + \left( \frac{S_{ij}^a}{S_{ij}^a} \right)^{\kappa/3}
\]

Where \( \kappa \) is the von Karman constant, \( d \) is the distance to the closest wall, \( C_w \) is the WALE constant, and \( V \) is the volume of the computational cell.

Numerical scheme and solution convergence: The flow geometry and coordinate system are shown in Fig. 1. Numerical modeling is done with exact geometries used by Choi et al [15]. Computational geometry consists of a channel whose top wall is a flat wall and bottom wall is covered with riblets. Riblets have triangular cross-section with the riblet ridge angle \( \alpha = 60^\circ \).

Fully developed turbulent flow over riblets is homogeneous in the streamwise \( (x) \) direction, and periodic boundary conditions are used in the streamwise \( (x) \) and spanwise \( (z) \) directions. The no-slip condition is applied at both walls. The streamwise and spanwise computational periods are \( \pi \delta \) and \( 0.289 \pi \delta \), respectively, where \( \delta \) is half of the distance between the midpoint of tip and valley on a riblet wall and a upper flat wall. Thus it corresponds to the half-width of the plane channel with the same cross-sectional area.

In the simulation performed herein, Reynolds number based on \( \delta \) and bulk velocity is 2831. This Reynolds number corresponds to \( Re_{\text{g}} = \frac{\delta \text{ut}}{v} = 180 \) based on a friction velocity \( u_{\text{f}} = \left( \frac{\tau_{ij}}{\rho} \right)^{0.5} \) which would develop in a plane channel flow with the same bulk Reynolds number.

Non-uniform structured grid is used in each direction to discretize the governing equations. Grid independence is studied by changing the number of grids in three dimensions and finally three different grid resolutions are generated. A detailed description of these grids is shown in Table 1. Cross-flow plane of computational grid (case B) is shown in Fig. 2. As it is shown, the grid points are clustered near riblet tips, where the velocity gradients are large.

Computations are initialized by first, obtaining the turbulent solution using k-\omega model [22], and then adding synthetic turbulence fluctuations to the solution. Starting from these initial velocity fields, the governing equations were integrated forward in time until the numerical solutions reached statistically steady states. When the statistically-steady state is achieved, then which the statistics is gathered for an additional time of \( \Delta t^* = \frac{\text{ut}^2}{v} = 4000 \).

Fig. 1 Computational domain
TABLE 1. GRID PARAMETERS USED FOR GRID INDEPENDENCE STUDY. THE SUPERSCRIPT + INDICATES A NON-DIMENSIONAL QUANTITY SCALED BY THE WALL VARIABLES; FOR EXAMPLE

\[ \Delta x^+ = \frac{\Delta u_x}{v} \]

<table>
<thead>
<tr>
<th>Grid type</th>
<th>Grid size</th>
<th>( \Delta x^+ )</th>
<th>( \Delta y^+ )</th>
<th>( \Delta z^+ )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>16×48×64</td>
<td>35</td>
<td>0.64-29.98</td>
<td>2.56</td>
</tr>
<tr>
<td>B</td>
<td>32×64×128</td>
<td>17.5</td>
<td>0.64-19.44</td>
<td>1.28</td>
</tr>
<tr>
<td>C</td>
<td>32×96×128</td>
<td>17.5</td>
<td>0.64-12.28</td>
<td>1.28</td>
</tr>
</tbody>
</table>

III. RESULTS AND DISCUSSION

Drag reduction Table 2 shows the drag increase or decrease for each riblet configuration. Also, time history of drag coefficient at both flat and riblet walls for grid B is shown in Fig. 3. The instantaneous plane-averaged drag coefficient is defined on flat \( (C_{df}) \) and riblet surfaces \( (C_{dr}) \) as:

\[
D_f = \frac{\mu}{\lambda_f} \int_{\lambda_f} \frac{\partial u}{\partial y} dA_f = C_{df} \left( 0.5 \rho U_m^2 A_f \right)
\]

\[
D_r = \frac{\mu}{\lambda_r} \int_{\lambda_r} \frac{\partial u}{\partial y} dA_r = C_{dr} \left( 0.5 \rho U_m^2 A_r \right)
\]

Where \( A_f \) and \( A_r \) are surfaces of the flat wall and riblet wall, respectively. The time-averaged Drag coefficient histories, i.e. \( \int_t \int_{\lambda_f} C_{df}(\tau) d\tau \) and \( \int_t \int_{\lambda_r} C_{dr}(\tau) d\tau \), are also shown in Fig. 3. Fig. 3 shows that instantaneous drag coefficient at the riblet surface for the most of the time is smaller than the drag at the flat surface, resulting time-averaged values to 7.63×10⁻³ and 8.23×10⁻³, respectively as reported in Table 2. Grid types B and C show a good drag decrease compared with DNS data (about 6%) [15], but grid A shows drag increase. Because of slight changes in drag reduction from grid B to C, following results are based on grid B. Also comparison of drag reduction between the present work and experimental data (about 4% [7]) shows a rather good agreement.

Turbulence statistics: Fig.s 4-7 show turbulence statistics profiles at various spanwise locations. Flow variables on the side of the channel with the riblets (lower wall) and flat plate (upper wall) are averaged in \( x, t \), and the same spanwise locations over different riblets. Results are presented in global coordinates. Fig. 4 shows mean velocity profile compared with DNS results [15]. In Fig.s 5-7, root-mean-square of velocity fluctuations in streamwise, normal and spanwise direction are presented. Velocity fluctuations are normalized by the centerline velocity \( U_c \), and lengths are normalized by the channel half-width. As it is clear from the figures, the mean velocity profile is overestimated at core of channel. Also, normal velocity fluctuation is underpredicted. These trends have also been observed in other LES works [19]. However, the performed simulations through the LES method along with the WALE subgrid-scale model demonstrate an acceptable agreement with the DNS results especially with streamwise and spanwise velocity fluctuations. So, large eddy simulation with WALE subgrid-scale model is capable to compute turbulence statistics.

It is interesting to note turbulent intensities for all three velocity components are reduced above the riblet surface compared to the same nondimensional distance from the wall in a flat plate, although reduction in spanwise and normal direction is larger. Also mean velocity profile over riblets is greater than over flat plate, which is consistent with DNS of choi et al. [15].
Flow structures and drag reduction mechanism: It is known riblet surfaces exhibit drag reduction by impeding the translation of the streamwise vortices, which causes a reduction in vortex ejection and outer-layer turbulence. Also, riblets lift the vortices off the surface and reduce the amount of surface area exposed to the high-velocity flow [5].
The transverse-flow structures leading to drag reduction can be seen in the cross-sectional views as shown in Fig. 8. Fig. 8 shows cross-flow velocity vectors (v, w) embedded with the streamwise vorticity contours in the transverse plane. As it is shown, the strengths of the streamwise vortices above the riblets are reduced as compared to flat wall, suggesting that the downwash and ejection motions due to the streamwise vortices are weakened. Also, large secondary motion can be observed outward the riblets and there are no vortices in riblet valleys. These streamwise vortices stay above the riblets because their average diameter is larger than the spacing of the riblets.

It is observed in Fig. 8 that Cross-flow velocity in riblet valleys is low, confirming the idea of impeding of the streamwise vortices by riblets. These show a decrease of the momentum transport which results in Reynolds stresses reduction near the riblets.

IV. CONCLUSION

Large Eddy Simulations of turbulent flow over V-shaped riblet surfaces were performed at the friction Reynolds number . LES results were compared with DNS of Choi et al. [15] and good qualitative agreement was obtained for WALE SGS model, confirming that the LES method is capable of modeling the turbulent structure over riblet wall.

From this calculation study, it was shown that velocity fluctuations over riblets were decreased compared to flat wall. More reduction of the normal and spanwise velocity fluctuations above the riblets indicated that the cross-flow is more sensitive to the presence of riblets than the flow in the streamwise direction. Also, cross-flow examination showed that most streamwise vortices are above riblet tip. Moreover, the strengths of those vortices above the riblets are reduced compared to flat wall. So, the tip region is exposed to high shear rate induced by them and most areas of the surface have low shear stress. This is the main reason of net drag reduction over riblet surfaces.
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